






 

5. Experimental results 
In order to verify the efficiency of storage and query, and the scalability of HBase. use 25 sensors. 

The write and read time of the cluster is compared with the single machine and the configuration of 5 
nodes. As can be seen from the graph, when the data volume is relatively small, the gap between the 
single and the cluster is small. With the increase of the number of sensors, the advantage of the cluster 
is more prominent, the growth rate of the writing time is significantly smaller than that of the single 
unit. HBase cluster has obvious advantages for large storage size data. 

 
Fig. 3 cluster and single 

6. Summary 

This paper mainly analyzes the storage problem of large scale data in wireless sensor networks, 
due to the cross regional characteristics of the sensor distribution, a hierarchical storage architecture 
based on HBase is proposed. Through experiments, the HBase has good scalability, high efficiency 
and efficiency. 
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