






 

master-slave configuration. The master machine can read and write, but the slave machine can only 
read. Master and slave host machines are synchronized at certain time intervals [5-6].  

3. Data sharding design 
When the spectrum data is stored, the cluster of record becomes very large over time. Reasonable 

design should be made so that the route server of the cluster can distribute different clusters to 
different shards and carry out segmentation processing to distribute to different shards, giving full 
play to the cluster’s function of load balancing. Data sharding design mainly includes the following 
two aspects: 

1) Design of spectrum data cluster.If all spectrum data is stored in one cluster, the data amount of 
one cluster will be to large, and this is not to the benefit of management and distribution. Therefore, in 
the design, the data should be divided to the nearest clusters and the storage distribution of each 
cluster is decided by the route server of MongoDB. 

 2) Cluster sharding design. If the data in one acquisition server keeps increasing, it is necessary to 
carry out segmentation process for the cluster to perform the functions of the cluster in a better way. 
To carry out sharding process for the clusters stored in the database of MongoDB, it is necessary to 
select keywords. The clusters will use the key words for the sharding of document to distribute to 
different database servers.  

Conclusion 

The author sets up the a test environment as follows: Windows7 64-bit operating system; RAM: 
4GB / 1067MHz / DDR 3; CPU: 2.53GHz Intel Core 2 Duo. The performance of data management 
system established based on above ideas is tested. According to the test, in terms of data insertion 
performance, it takes 25 seconds to insert 100,000 pieces of data. After the recorded in inserted, the 
memory usage of MongoDB is as mush as 2G, and it can be presumed that this is caused by the 
pre-allocation of space carried out by MongoDB. The speed of obtaining records through primary key 
is 33 seconds per 100,000 times, and the update speed through primary key is 25 seconds per 100,000 
times. The test results are shown in Table 1. 

Table 1 Test results 
Number of 

concurrent users 
Number of records 

inserted (10,000 pieces) 
Average throughput 

capacity (piece/second) 
5 110 6600 

10 220 6300 
20 220 6300 
50 550 4500 

100 550 4100 
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