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Abstract. Aiming at the two terrible drawbacks of slow convergence and local optimal solution in the 
training process of BP neural network, particle swarm optimization algorithm was introduced to the 
training process of the BP neural network to improve its converge property, so a PSO-BP neural 
network was established, and then it was introduced into the breakout prediction system. The PSO-BP 
breakout prediction neural network model was trained and tested with the historical data collected 
from a steel plant. The results show that the convergence rate of the PSO-BP neural network model is 
significantly improved comparing the traditional BP neural network, and the feasibility of the model is 
verified by the testing result with the accuracy rate of 96.39% and the prediction rate of 100%. 

Introduction 
High casting speed is the core of high efficient continuous casting technology, but with the 
improvement of casting speed, the risk of leakage of steel will increase[1]. Breakout becoming the key 
factor for restricting the speed increase, so the development of the real-time, effective breakout 
prediction system, for the possibility of leakage steel feature recognition, early warning is a major 
means of preventing breakout accident [2]. In this paper, the Particle Swarm Optimization (PSO) 
algorithm is introduced into the BP neural network, to optimize the weights of BP neural network. 
Then PSO-BP model for the breakout prediction during the continuous casting of steel is presented and 
compared with BP neural network using the same date observed from a steel plant. 

The prediction principle of thermocouple temperature measurement method 
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（a）The normal temperature fluctuation 
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(b) The sticking temperature fluctuation 

Fig. 1 The temperature variation modes in continuous casting progress 
Adopted thermocouple temperature measurement method to forecast of leakage in the process of 
continuous casting steel, is likely to cause the temperature of the steel leakage model to make the right 
judgment, that is actually a kind of dynamic waveform pattern recognition problem, is to identify from 
the temperature of the detected waveform in steel leakage characteristics of waveform. The 
temperature variation modes in continuous casting progress shown in fig 1. 
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The BP neural network 
In this paper, the structure of the BP neural network is the same as the standard BP network (see 
Fig.2). 

ŷ

 
Fig. 2 The structure of the three layers’ BP net 

(1) Transfer function: According to the structure, the output of the BP neural network  
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where, wkj is the connection weights between input layer and hidden layer；θk is the k-th input layer 

neuron threshold value；hj is the value of the hidden nodes,  
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Where, xi is the input of the neural network；wji  is the connection weights between the hidden layer 

and the output layer；θj is the threshold value of the j-th neuron of the hidden layer. 
(2) The training error is the mean square error (MSE) of the neural network output, It is described as 
follows,  
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Where, N is the number of training samples, y′ is the actual output, y is the desired output. 
(3) Hidden layer nodes: According to Kolmogorov theorem, three-layer neural network approximate 
relationship between the input layer and the hidden layer nodes between the nodes： 

12 +≤ nm                                                                                                                                 (4) 
Where, m is the number of hidden nodes, n is the number of input layer nodes. Through trial and 

error, analysis, comparison verification results, and ultimately determine the hidden layer nodes is 28. 

PSO-BP neural network model 
In this paper, the PSO is applied to the training process of the BP neural network, that is using the 
global particle swarm optimization algorithm to optimize the performance of BP neural network 
weights. The optimization process is as follows: 

For the BP neural network showed in Fig. 2, set W={W1,W2} 
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In the training process of the PSO-BP neural network, the i-th particle can be expressed as 
Wi={Wi

1,Wi
2}, The best location for the i-th particle is Pi={Pi

1,Pi
2}, Optimal location for the entire 
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particle swarm Pg={Pg
1,Pg

2}, The rate of position change of the i-th particle is Vi={Vi
1,Vi

2}, The 
particle velocity and location update, respectively： 

)()(][]1[ 2211 igiiii WPcWPctVtV −+−+=+ ϕϕα                                                                               (5) 

where, α is inertia weight；c1 is article tracking the history of the optimal value of the right to 

self-weight coefficient,  c1=2；c2 is the rights for the optimal value of the particle tracking group weight 

coefficients, c2=2；φ1, φ2 are random numbers within [0,2]； 
]1[][]1[ ++=+ trVtWtW iii                                                                                                        (6) 

Where, r is the speed constraint factor, R=0.6. 
The weights of the neural network are adjusted by updating the particle position and velocity 

continuously until it satisfies the fitness criteria. f(Wi) is the fitness function, 
)()( ii WMSEWf =                                                                                                                      (7) 

The algorithm of PSO-BP neural network is shown in Fig 3.  
Begin

Update particle position
Wi[t+1] 

Update speed particles
Vi[t+1]

Setting particle population size and target 
error ξ

Compare if f(P)g≤ξ

Get BP network weights in optimal 
particle 

Yes

End

Determine particle swarm pbest Pi and 
global optimum Pg

Calculated for each particle 
fitness f(Wi)   

No

The neural network weights assigned 
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Fig. 3 The algorithm flow chart of the PSO-BP net 

Training and Testing of the breakout prediction model 
In order to eliminate the effects of the order of magnitude on the output of the neural network and 

highlight the date with Breakout features, the data are normalized as follows: 
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Where, },...,{ 21 nXXXX =  is the raw data, n  is the dimension of the input column vector, and λ  
is the stability threshold. 

The temperature sequence is considered to be stable, if the temperature change is not greater than 
λ . Otherwise, the temperature sequence is considered to be volatile. Usually, the change of the 
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temperature is greater than 35℃, when the breakout occurs. this paper takes λ = 25℃ through the 
analysis of historical data collected in a steel plant. 

In the continuous casting process, the smooth sequences of temperature account for the vast 
majority of the measurement. Using the general data normalization method would undermine this 
stability, and it is not conducive to the identification of the network model. So, the Eq. 8 is used for the 
data normalization in this paper, and that problem is well resolved. 

A steel combined with historical data collected in the field from which to select a group of 200 
sample sequence typical temperature pattern as the training sample PSO-BP neural network model, 
which includes 100 groups and 100 groups of samples stable pattern of breakout mode samples. Using 
the selected training samples respectively PSO-BP neural network model and BP neural network 
model of traditional training, the training results shown in the Fig. 4. 
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(a) The training process of PSO-BP model 
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(b) The training process of BP model 

Fig. 4 The training processes of the PSO-BP model and the BP model 
The testing samples for the neural network models are 200 groups of typical temperature trace 

collected from the continuous casting plant, containing 80 groups of sticking type breakout samples, 
and 120 groups of normal samples. The result is shown in Table 1. 

Table 1  The test results of the BP model and PSO-BP model 

 True False Omission Prediction 
rate 

Accuracy 
rate 

BP 8
0 5 0 100% 94.12

% 
PSO-

BP 
8

0 3 0 100% 96.39
% 

As can be seen from Table 1, two models have made the right judgments for all breakout samples, 
however, they both have false alarms; there are only 3 false alarms for the GA-BP neural network 
model, and the breakout prediction accuracy has been greatly improved. 

Conclusion 

This paper is designed PSO-BP neural network breakout prediction model, the nonlinear mapping 
ability and particle swarm optimization algorithm BP neural network of global optimization capability 
combine to overcome the traditional BP neural network convergence is slow and easy to fall into local 
minimum defects optimal solution. It will be applied to slab caster breakout prediction system, improve 
the accuracy of forecasting system on the bond breakout. Test results to predict the rate of 96.39% and 
100% of the reported rate proved PSO-BP model feasibility and effectiveness of breakout forecasts. 
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