

















Summary

This paper design a new conditional entropy trust model, which uses the conditional entropy to
describe the non-linear dependence between users, and Laplace estimation is introduced to alleviate
sparsity. This model can reasonably describe the relationship between users and alleviate the sparsity
problem. A collaborative filtering algorithm based on the conditional entropy trust model (CECF) is
designed, CECF consider the non-linear and the linear dependence between users, can find the
appropriate neighbors. The experiments show that this algorithm doesn’t increase the time
complexity and significantly improve the degree of accuracy. Our future work is aim to explore the
relationship between the direct conditional entropy and the indirect conditional entropy, and find a
more appropriate formula of conditional entropy, which can decrease the complexity of CECF.
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