








condition, can effectively improve the actual throughput, despite the promotion effect is not very 
prominent, but in reality, if reduce the grouping method is used to alleviate the problem of TCP 
incast, then in combination with low RTOmin really can better alleviate the problem.Because this 
method by the limitation of two methods, this method also encountered the same situation, main is 
to reduce the packet length will bring additional group head overhead, reduce the utilization of the 
link, when reduced to 400B from 1500 B, the link utilization rate reduced to 94.9% from 82.2%, 
when less than 400 B link utilization is also fell sharply, so the minimum group limited to 400 b. At 
the same time because the Linux system default delay ACK is 40 ms, when less than 40 ms, will 
produce an ACK haven't reached timeout retransmission redundancy phenomenon. So we set a 
lower RTOmin limit is 40 ms. 

5.Conclusion 

This article simply describes the TCP incast problem, at the same time, this paper expounds the 
main reasons for this problem, and then introduces the some mainstream approach to this problem, 
to solve this problem, the effect of and some problems.And then put forward to solve the problem 
by ourselves, is to reduce the combination of reducing the packct and shorten the retransmission 
timer scheme, through the simulation experiments verify the plan, do to alleviate this problem can 
produce effect, although the effect is not very obvious, and also puts forward the solution of some 
of the problems and constraints.At the same time, to the specific effect of this method in real cases 
need further research. Through the study of many literatures, and validation of their scheme analysis, 
to fundamentally solve this problem, need according to the characteristics of cloud computing data 
center network TCP congestion control algorithm and conduct the thorough research to the transport 
protocol. 
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