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Abstract: This paper presents a frequency estimator based on carrier detection scheme and MUSIC
algorithm which can be used for a BPSK direct sequences spread spectrum signals systems . Under
non-cooperative circumstance, the nonlinear carrier detection method is used to detect the presence
of DS signal, and it created detectable components of the multiplies of the carrier
frequency .Combined with MUSIC algorithm , the carrier frequency can be accurate estimated
without the prior knowledge of received signals. The theory of proposed algorithm is introduced in
this paper and simulation results have shown that the algorithm has good estimation performance
even when signals are buried in strong background noise.

Introduction

Direct sequence spread spectrum communication has useful properties of broad bandwidth, low
power spectrum density, low probability of interception and detection. Therefore, it is widely used
in mobile communication, modern military communication, and C31 systems. Since the power
spectrum of DS signals distributes in a broad frequency band, it is difficult to detect the signals. The
ordinary detection methods , like energy detection method [1], can 't meet the practical
requirements for the detection of these signals. Cyclic spectrum method can accurately estimate the
carrier frequency, but it is require large amount of computation[2]. To meet the needs of frequency
estimation precision and low computational amount, combined with characteristics of nonlinear
carrier detection and MUSIC algorithm, an algorithm is proposed. The nonlinear carrier detection
method [3]produce carrier harmonics 2 f, for DS/BPSK signals, and MUSIC algorithm[4] based on
the orthogonality of the signal subspace and noise subspace to estimate harmonics frequency. This
paper introduced the theory of proposed algorithm and simulation results have shown that it has
good estimation performance even in low SNR background.

Theory

I.Carrier detection scheme
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Figure 1 Nonlinear carrier detection system

The nonlinear carrier detection system used in this algorithm is presented in Fig 1.
The DS signal, together with Gaussian white noise , is passed through a searching receiver The
signal and noise at the output of the bandpass filter are denoted by s:(t) and 1 (t), respectively.
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After nonlinear transform, the resulting combination of signal and noise is passed through a
bandpass filter .The output is denoted by Y(1).
The general DS/BPSK signal of interest at the input is[5]

s(t)=42P.d(t)c(t)cos(27z ft+p) (1)
In which f; is the estimated carrier frequency, P,is the signal power of DS signal and ¢, is a

random phase variable uniformly distributed on [—7? ¥ ] . d (t) and C(t) are the baseband message
signal and PN signal.
Because the center frequency of first searching receiver, we can obtain Sg (t)~s(t) and ng (t)is

narrowband Gaussian white noise, Ng(t): N (0, o, ) , the noise power is BN, After the nonlinear
transform , the signal and noise is
y(t)=[s(t)+n; (t)}2 =" (t)+2s(t)ng (t)+ng (t) (2)
Under the condition of low SNR , the cross-component S (t) and N (t) can be neglected. The sine

wave component is
s*(t)=2Pd?(t)c(t)cos® (27 fit + ¢) = 2P, cos® (27 f t + 9)

3)
=P cos(4zft+2p)+P,
Hence ,
y(t)=P,cos(4z fit+2p)+P, +n;(t)=P, cos(47 ft+2¢)+P, +z(t) 4)

Let 5 (t)is z(t) Referring to [6], the noise Z(t) has a central chi-square distribution with mean
o, and variance 20, . Omitting the zero frequency component of ¥(t), we can obtain
y(t) =P, cos(4zft+2¢p)+z(t) (5)

I1.MUSIC algorithm
In the form of vector to express signal, it is composed of M sampling values

y(n)=[y(nL y(n+M-1)] = Ax(n)+z(n)

i(an+e)
- l L 1 ae z (n) (6)
el el L el a6 z(n+1)
_ +
M 0] M M
e iMa gmiMDoy o gmi(M-Da aKej(wanK) Z(n+2)

where the Ax(n)and z(n)=V*(n)are double carrier frequency component and noise component.
v(n)denoted the additive Gaussian white noise.

Using the fact E{v*(n)v(n-m)}]=E{v (n)v*(n-m)} =0 (7)

So the autocorrelation function of z(n) is

r,(m=E{z(n)z(n-m)}]=E{v*(n)v*(n-m)}

v ()] £y (n-m)} + 28 (-} Efu(m)v(n- ) ®
e (m =2 "
Hence the autocorrelation matrix of z(n) is
30, o0, L o
RZ=E{z(n)z”(n)}]:E{vz(n)[vz(n)T}= 013[ 3o, I(”) 0]5[ )
o, o, K 3o,

Consider the autocorrelation matrix of y(n) is
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R, =E{y()y" (n)}1=E{[Ax(n)+2(m) L Ax(n)+ 2 ()] 10)
= APA" +R, = APA" +C +3071
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ol 0 L o
Where = M o M (11)
ol ol K 0

n

Characteristic decomposition of R, is
Y 0 u/’
R, =UZU" =[U,,U,] ) ;1
0 3o, ly.« U, |

Where ¥’ contains K large eigenvalues , U, is the signal subspace, U, is the noise subspace.

Owing to the signal is passed through bandpass filter, the frequency range is its bandwidth. So there
is no need to search spectral peak in the full range frequency domain. Also we can choose
appropriate frequency resolution to improve estimate performance. The frequency vector is

a(o)=[1 e L e werr*[2f-B,/22f+8,/2]

(12)

(13)
In which, f is the centre frequency of bandpass filter.
Pseudospectra of MUSIC algorithm can be constructed as
1
P(w)=
(@) a" (0)U U a(w) (14)

Then searching the Pseudospectra peak , find out the maximum of P(®) the peak position is
f,.So we can obtain the estimation frequency fo =f,/2.

Simulation

Several experiments were made to test the performance of estimator proposed above. The power
spectral density of nonlinear carrier detection scheme when the SNR equaling —16dB was shown in
Fig3 .The line spectrum at the harmonics of carrier frequency was clear ,so we can get the correct
evaluated results. With the drops of SNR, signal was buried in strong background noise and the

definition line spectrum was decreased. As shown in Fig 4 when SNR equals —22dB .
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Figure 2 Power spectral density at SNR=-16dB Figure 3 Power spectral density at SNR=-22dB

Then we use MUSIC algorithm to estimate harmonics frequency. Fig 5 shows the estimation
errors of FFT and MUSIC under different SNR environments. The MUSIC algorithm have good
performance.
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Figure 4 Estimation errors of FFT and MUSIC
From the above figures, we know that with the drop of SNR ,the performance of carrier detector
deteriorated. But after MUSIC, the carrier frequency can be easily extracted by searching the
spectral peaks. The accurate estimation is get then.

Conclusion

Making use of MUSIC orthogonality of the signal subspace and noise subspace, we can detect
the sine wave with double carrier frequency from the output of nonlinear transform of DSSS signal
carrier detector. Because the frequency search domain is defined ,we can choose appropriate
frequency resolution to obtain better detection performance. The algorithm has good estimation
performance and low computational complexity even when signals are buried in strong background
noise.
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