






 

Total testing time: <0.0001s 
Computing environment: CPU is Core i3 3.1 GHz; with 4 GB RAM and 64 bit Windows 7 

    RMSE: 55.36 (unit: ten thousands TEUs) 
    Prediction Accuracy (1-RMSE/Average Real Seaports Freight Throughput): 95.74% 

Conclusion 

The conclusion of the above research is summarized as following: 
First, given the complexities of the international trade environments in recent years, the ELM 

neural network algorithm shows a very fast learning speed and high prediction accuracy in 
predictions on seaports freight throughput in China. 

Second, compared to other advanced algorithms such as SVM, BP neural network and RBF 
neural network, the ELM is easier to be understood and utilized. With the help of Matlab or other 
programming tools, an ELM programming package can be written, and the ELM can be 
implemented efficiently and easily. 

Third, based on the ELM research methods discussed in this paper and related tests presented in 
the paper, the ELM neural network algorithm is expected to play a more important role in machine 
learning related areas.  
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