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Abstract. Saliency detection has been widely studied in computer vision. In this paper we propose 
a two-steps method combining contrast assumption and ranking technology to detect saliency 
region. Firstly, We use the traditional contrast assumption to find foregroundcues. Then we rank the 
nodes with labeled contrast cues bygraph-based manifold ranking. We experiment with our method 
on a large public data set. Our results show the effectiveness of our method, and perform better 
compared to recent state-of-the-art methods. 

INTRODUCTION  

In computer vision, salient region detection is a long-standing problem. It measures the quality of 
the region standing out to its neighbors. Usually, salient regions are those attracting the most 
attention when observers glance the scene. It is a complex problemidentifying these regionswithout 
prior knowledge, and it lays in the interdisciplinary of computer science,biology, psychology and 
other fields. Hundreds of computational saliency models that following early attention models (e.g., 
Koch and Ullman [1] and Itti et al. [2]) have been proposed to detect salient region from images or 
videos. And the results of the saliency detection have been successfully applied in many areas, such 
as image segmentation [3], object detection[4],image resizing[5] and Image compression[6]. 

In general saliency methods arecategorized as bottom-up[7,8,9] and top-down[10,11] 
approaches: the bottom-up approaches use low-level features like color, intensity and orientation 
from pixels or segmented parts and the top-down approaches focus on mid-level or high-level cues 
such as face detection. In bottom-up salient object detection tasks,most of the methods [21,22] 
focus on the center-surround contrast assumption, whichis that appearance contrasts between salient 
region and their surrounding regions are high.  

In this paper, firstly our method is rely on the fact that an image can be decomposed into basic 
elements that remove unnecessary detail, and still a clear definition of contrast-based saliency can 
be found. At the same time, as the nodes reducing, efficiency can improve a lot. So, in practice an 
input imageis decomposed into small patches by superpixelsegmentation in our method. 

Then we propose a two-stage method for bottom-up saliency detection. In the first stage, we use 
contrast assumption to find the foreground regions. Image patches are connected in a fully-connect 
directed graph. A patch ranks high only if it stands out from its neighbors in the image. In the 
second stage, the saliency resultsfrom the first stepcan beroughly segmented into background and 
foreground region.We take the labeled foreground nodes as ranking queries. In practice, manifold 
ranking is used to rank the queries. Based on relevance to queries, the final saliency of each node 
can be computed. 

We test our method on one public available benchmark data sets[12], and the result shows a 
great improvement comparing to the original contrast-based algorithms. Our method also generates 
comparable result with the state-of-the-art methods[2,13,14,15,16].  

ALGORITHM 

Our method composes of three steps (see Figure 1): first, an input imageis decomposed into small 
patches by segmentation; second afully connected directed graph is formed to find foreground 
regions by using contrast assumption. Finally, we take the labelled foreground nodes as salient 
queries in manifold ranking to get the final saliency map.  
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1.1 Segmentation 

Superpixel is the most popular choice in saliency detection algorithms. One reason is that 
computational elements can be greatly reduced; the other is that it can preserve the object boundary 
and remove the noisy, which most saliency detection can benefit from.  

In our method, the input image is first decomposed into uniform regions in CIELab space by 
SLIC. The color and spatial feature of each region is computed by calculating mean colour and 
position of every region. 

1.2 Contrast Map 

Most of saliency detection methods are based on contrast assumption. This assumption, both 
local and global contrast, measures the rarity of each patch and has been the basis for most previous 
algorithms. It works well in most cases.Althoughit has disadvantage in accuracy, it is a simple and 
fast way to find the salient seed for ranking. 

The contrastCi,jbetween two patches is defined: ࢐,࢏࡯ = ࢖࢞ࡱ ൬−࢐࣌,࢏ࡰ ൰ ∗  ࢐,࢏ࢃ
Where Wi,j is defined as the L2 distance in CIELab color space between two patches and Di,j is 

the L2 distance between the centers of two patches. So we can effectively combine global and local 
contrast estimation by considering the actualEuclidean distance between two patches in the map. 
Based on the contrast definition, we form a fully connected directed graph G by connecting every 
two patches. We treat the patches as vertices and the weight Ci,j is assigned for each edge 
connecting vertices i and j. 

In previous work, there are two main methods dealing with the fully-connected directed graph G: 
in[6, 9], the saliency value R is defined as sum of income from each edge; in[13, 14], the full-
connected graph is taken as the markov chain, and the transition probability is used to simulate 
human observers eye movement. Here we adapt the first method because it is simple and quick. 

So the saliency value S can be defined as: 

௜ܵ = ෍ܥ௝,௜௡
௝ୀଵ  

As we consider the contrast as the weight between the nodes, the larger the value of S is,the 
more possibility it stands for foreground region. So we first normalize S within [0,1], then we use 
the value S to construct a binary map. Then the positive nodes that are larger than twice of the mean 
saliencyare labeled foreground nodes in the next step. 

1.3 Manifold Ranking 

The manifold ranking algorithm[19] is initially proposed to rank text or image data. Different from 
other rank algorithm like page ranking, manifold ranking respect intrinsic manifold structure which 
is import to saliency detection. 

Imagesmight not have such manifold structure. So weconstruct a weighted graph by using 
everysuperpixel point as a vertex and defining weighted edge between them. All superpixel point 
will be ranked according to the query, a large score meaning high relevance.  

The ranking algorithm is defined: 
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Given a set of point V = {v1...vq, vq+1...vn}, the first q points belong to the queries and the rests 
need to be ranked. Let d : V × V −→ R be a metric on V which assigns a distance d(vi,vj) to each 
pair of points vi and vj. Let f : V −→ R be a ranking function. Everyvican beassigned a ranking 
value fi by this function. f can be viewed as a vector f = [f1...fn]

T. Then we define a vector y = 
[y1,..,yn]

T, if xi is a query then yi= 1, if vi is not a query then yi= 0 

We construct a graph G = (V, E). In this graph, E is a set of undirected edges and V is a set of 
nodes. Each node isconnected to the nodes that have common boundaries. Thus,it also has 
connection with the nodes surrounding its neighboring node (see in Figure 2). 

The distance between two nodes can is defined: ݀௜,௝ = exp	(−|ܿ௜ − ௝ܿ|/ߪଶ) 
Where |ci – cj| is the L2 distant between two patches in CIELab color space, and σ2is constant. 

The calculation has been shown to be effective in saliency detection [17, 18].  

The algorithm[19] is as follows:  

1. Sort the pairwise distances among points in ascending order. Repeat connecting the two points 
with an edge according the order until a connected graph is obtained.  

2. Form the affinity matrix W defined by Wi,j = exp[−d2
i,j/2σ

2] if there is an edge linking vi and vj. 
Note that Wii = 0 because there are no loops in the graph.  

3. Symmetrically normalize W by S = D−1/2WD−1/2 in which D is the diagonal matrix with (i, i)-
element equal to the sum of the ith row of W.  

4. Iterate f(t + 1) = αSf(t) + (1 − α)y until convergence, where α is a parameter in [0, 1).  

5. Let fi∗ denote the limit of the sequence {fi(t)}. Rank each point xi according its ranking scores 

fi∗ (largest ranked first).  

We use the results obtained in first step as the queries and the rest as the unlabeled data. In the 
end, we can get the final saliency map by the manifold ranking algorithm with queries. The ranking 
scores represent the salient possibility.  

EXPERIMENTAL RESULITS 

We evaluated detection method in a benchmarkdata-set provided by Achanta et al.which contains 
1000 colorimages with segmentation ground truth[11]. 

We compare our experimentswith several state-of-art methods.The methodsfor comparison 
include three classical methods IT [2],SR[13],GB[21]. Three recent state-of-art methods including 
HC [15], RC[15] and SF[16] are also considered. 

For each image, first we compare binary masks for every threshold in the range [0..255]. Then we 
employ the adaptive threshold as twice of the mean saliency, F-measure where ܨ	 = ((1 + ܲ(ଶߚ ଶܲߚ)/(ܴ∗ + ܴ)(P=Precision, R=Recall) is computed for evaluation(See Figure. 3) 

Figure 1
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CONCLUSION 

In this paper, we propose we propose a two-steps method combining contrast assumption and 
ranking technology to detect saliency region. Experimental results demonstrate better saliency 
detection performance comparing to several state-of-art methods. We will try to improve the 
accuracy and efficiency of our current implementations in the future. 
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