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Abstract. Based on the superiority of PDE and its physical mechanism analysis from image 
processing, combining variational methods, functional analysis, differential geometry, projective 
geometry and other mathematical tools to the image denoising smoothing, image segmentation, 
image restoration, image to enlarge , image reconstruction, medical image processing, remote sensing 
image processing and other fields are widely used. Especially nonlinear diffusion equation has a very 
important role in image processing and machine vision. This paper focuses on the theme of image 
de-noising and enhancement of several PDE-based image denoising and enhancement model for 
analysis and improvement. It discusses the anisotropic diffusion method causes agglomeration and 
some solutions, and diffusion equation with a nonlinear structure tensor combined spread function 
and select the appropriate parameters to establish an improved model for image edge enhancement. 
While the model spread function and the key parameters were discussed, and numerical experiments 
to verify the feasibility of the method. 

1. Introduction 

In recent years, based on the image processing method called partial differential equations and the 
development of image processing is an important branch, and associated image processing content 
with the benefits of co-researchers in related fields to become the focus of attention [1-3]. The earliest 
work dates back to Nagao, Rudin and so on smooth image and image enhancement Koenderink 
research and exploration of image structure [4]. In addition, image processing and other branches of 
mathematics, such as image level set image shape and morphology, also injected some life into the 
contents and the formation of disciplines. Especially image processing directly affect two important 
branches of the discipline eventually formed: one image segmentation, two image filtering [5, 6]. 

Currently PDE image denoising and enhancement using mainly a theoretical model based on three 
aspects: First, the model is axiomatic theory of partial differential equations based on multi-scale 
analysis [7]. Such methods include non-linear direction from the direction of the angle of the filter 
analysis and design diffusion equation [8]. This method can be automatically adjusted according to 
the local diffusion coefficient of the image feature information, in order to achieve diffusion of 
adaptive filtering. But this partial differential equation model modular redundancy exists, and 
existence and uniqueness is one step to get into the discussion of research [9, 10]. 

This paper focuses on the theme of image de-noising and enhancement of several PDE-based 
image denoising and enhancement model for analysis and improvement. It discusses the anisotropic 
diffusion method causes agglomeration and some solutions, and diffusion equation with a nonlinear 
structure tensor combined spread function and select the appropriate parameters to establish an 
improved model for image edge enhancement. While the model spread function and the key 
parameters were discussed, and numerical experiments to verify the feasibility of the method. 

2. Static grayscale images of discrete 

Mathematically speaking, an image available to an energy distribution function E, where y, z 
coordinate space represents pixel, y is the light wavelength, f denotes asked. In particular, the 
brightness of a still image on a plane can be expressed as [11]: 
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Wherein, E (x, y, z) is the radiation energy of the objective things, S (La) for units A wavelength of 

radiant energy produced equivalent brightness, i.e. luminance sensitivity function [12]. 
Under normal circumstances, the image on the spatial and luminance values are continuous Geng, 

known as a continuous image or simulation image, if successive discrete image, it would be a digital 
image on the spatial and brightness, which it is a You can form an image by computer processing. 
Digital images can be represented as a matrix: 
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Image processing technology content is very rich, depending on the degree of abstraction and 

research methods may be divided into three levels: image processing, image analysis and image 
understanding. Low-level image processing emphasizes the transition between images. All the 
contents described herein are all low-level image processing. In general, low-level image processing 
is originally acquired input image, the output is to improve the quality or some more suitable for 
certain applications of the image, which is output to the image analysis is often the middle. Low-level 
image processing and two very important elements: image enhancement and image restoration. The 
general theory is that it does not exist. Its purpose is to deal with the visual interpretation, the final 
judgment by the observer effect of a particular method, which is a kind of image processing means for 
processing a strong subjective. 

Image enhancement, image restoration and image segmentation is the image processing and 
analysis of the main problems, image smoothing and edge detection is a major direction. In the image 
the image noise using a low-pass filtering noise will appear blurred boundaries, while the edges are 
precisely preserved a lot of information. The classic image denoising methods, such as Gaussian 
filtering, median filtering and other major high-frequency component of the image is removed, while 
the details of the image also includes an edge in the high frequency part of the branches, so often there 
will also be blurred edge image off phenomenon. Impact of noise on the image is multifaceted, so 
noise image model also has many types. 

3. Denoising partial differential model 

Objective world objects in their time due to the different observations of the selected dimensions, 
thus different forms. The human eye in the picture is always observed from coarse to fine, which is 
the first on the scene to get a rough outline about the scale, and then gradually refined. 

Based image processing from the point of view of partial differential equations of motion 
Cambodia image processing, the initial value problem originated in the heat conduction equation: 
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Solutions of this equation can be expressed as a Gaussian function with ".G, y) convolution, 

namely: 
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It is a Gaussian function, where a representative of a scale parameter. △ "is on spatial variables the 
Laplace operator. The noise removal process using the diffusion equation, which cover witkin to a 
continuous change from O to ∞, we proposed the concept of scale space. 

Energy functional is: 
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This equation can not be maintained when the denoising characteristic boundary image. The 

reason is the Laplace operator of linearity, the deeper reason is the image of energy functional E 
missing items holding structure. 

4. Results and discussion 

The flow chart of texture image recognition based on Differential Evolution Probabilistic Neural 
Network (DEPNN) algorithm is got from the algorithm in document 10 and shown in Figure 1. 

 

  
Figure 1. DEPNN Algorithm Flow Chart 

 
Digital image enhancement technology is the basic technology of digital image processing, 

image enhancement is intended to highlight the human image or part of its interest features for the 
subsequent image recognition, understanding, the output of other services. PDE-based image 
processing method of image processing is an important branch, and associated image processing 
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content with the benefit of researchers in related fields called common focus of attention. Table 1 The 
comparison of SNR、PSNR、MSE of the two denoising method. 

 
Table 1. The comparison of SNR、PSNR、MSE of the two denoising method 

Image 
Model Local ROF model Non local ROF 

model 

Composite image 
SNR 4.892 12.347 
PSNR 24.593 28.217 
MSE 764.517 137.357 

Barbara image 
SNR 22.986 14.098 
PSNR 10.165 27.486 
MSE 249.359 95.671 

 

5. Conclusions 

This article compares the system to be introduced and discussed based image denoising partial 
differential equations, partial differential model focused on the image denoising, image enhancement, 
etc., for their advantages and disadvantages made corresponding improvement, and thus the 
simulation. The main idea is the coherence enhancing diffusion model and anisotropic diffusion 
model combining combines the advantages of the advantages of coherence enhancing diffusion 
model can handle both at the border and the noise can be well protected and details of anisotropic 
diffusion model to overcome the blurred edge , complement each other, and achieved certain results 
in the elimination of image noise, image smoothing. After using the concept of non-local derivative, 
local ROF model is extended to non-local anisotropic diffusion. Numerical experiments show that 
non-local model can well remove the noise, and can be well protected the important features of the 
image edge and texture. 
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