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Fig. 4. Power spectrum and energy consumption under qual-core sintuation 
DTACU consumes less energy compared with the Ondemand policy in all four cases. This is 

because Ondemand policy takes many times of frequency change during the experiment. Besides, it is 
a coarse-grained policy that only based on the total threshold user predefined. Under the qual-core, 
comparing with Ondemand, the policy with 75% up-threshold can achieve 10.44% lower power 
consumption but 5.10% for the policy with 50% up-threshold.  

Conclusion 
This paper puts forward a global DVFS algorithm DTACU for multicore based on the piece period, 

in which there is no active cores change, so we can see it as a single core. In the implementation, 
taking the number of active cores and dynamic thresholds into account, DTACU only change CPU 
speed during one period to both reduce energy consumption and satisfy the demand of task deadline. 
Although DTACU is experimented under assumptions, the insights of the algorithm are also useful 
for future work. 
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