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Abstract. To improve the prediction accuracy and reduce the computational complexity of network 
traffic prediction based on feed-forward neural network (FNN), the partial least squares (PLS) 
pruning algorithm was proposed to optimize the network topology structure. The data of network 
traffic has the characteristics of burst, nonlinear and time variation, which results in the traditional 
neural network has the disadvantages of slow convergence rate and easy to fall into local minimum 
for network traffic prediction. The performance of FNN is closely related to the number of nodes in 
the hidden layer, which affects the computational complexity, convergence rate and convergence 
accuracy. The proposed method uses PLS pruning algorithm to simply the network topology 
structure, which can obtain the ideal number of hidden layer nodes of the FNN, and then the 
prediction accuracy of network traffic is improved. The computer simulation results show that the 
proposed method has faster convergence rate and higher convergence accuracy compared with 
traditional FNN. 

Introduction 
With the rapid development of computer technology and network technology, the network scale 

becomes larger and larger, and internet service has become an indispensable part of people's life [1]. 
However, the network encountered more and more various technical problems during the process of 
the network development, such as robustness of network architecture, information security, virus 
threats and so on. Network traffic prediction can predict the network behavior, analyze the network 
security situation and guide the network control, which has become a key issue in network 
management research [2]. Recently there are many reports about the linear and nonlinear methods 
of network traffic prediction. The linear prediction model mainly includes auto regressive moving 
average (ARMA) and auto integrated moving average (ARIMA) [3], and the nonlinear prediction 
model mainly includes neural network prediction model, support machine prediction model and 
wavelet prediction model. Among the nonlinear prediction models, the neural network model has 
the ability of nonlinear mapping and good generalization, which has unique advantages in network 
traffic prediction [4]. In various neural network models, the FNN with error back propagation (BP) 
algorithm is simple in structure and complete in mathematical theory [5]. BP algorithm is 
essentially a stochastic gradient descent algorithm, and its convergence rate is slow, and easily falls 
into the local minimum in the high dimensional optimization problem. When using FNN to solve 
the nonlinear problem, the network initialization parameters and the network structure have an 
important influence on the performance. In particular, the neural network topology structure directly 
affects the computational complexity, convergence rate and convergence accuracy of FNN. There is 
no theoretical basis for the parameters reasonable initialization and the choice of the neural network 
topology structure until now. Network traffic prediction predict the future network traffic for a 
period of time based on the historical network traffic data, which establish the certain relationship 
between the network traffic history data and the future network traffic data. A large number of 
research results show that the network traffic time relationship is a complex nonlinear relationship. 
In order to realize the fast and accurate prediction of network traffic, the neural network optimized 
by certain algorithm is needed. PLS pruning algorithm is an effective method to optimize the neural 
network topology structure by using the training data, which can obtain an ideal neural network 
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topology structure during the training process. The computer simulation results show that the 
proposed method has faster convergence rate and lower prediction error compared with traditional 
FNN neural network with BP algorithm. 

Principle of Network Traffic Prediction 
Network traffic is the sum of all the communication in the network link in the unit time. The 

Network traffic data are usually sampled at the same time during the process of network traffic data 
collection. So that the time series network traffic data can be obtained. For large-scale nonlinear 
network system, due to network traffic users are often affected by the outside world has 
contingency and regularity. Therefore, the corresponding network traffic also has the characteristics 
of contingency, regularity and unexpected [6]. The network traffic at time t can be expressed as 
follow 

( ) ( ) ( )f t x t e tσ= +                                                             (1) 
Where ( )x t  is the real network traffic and ( )e t  is the noise which meets Gaussian distribution, 

σ is the noise variance. Network traffic prediction is to predict the future development trend of 
network traffic according to the detected historical data of the network traffic, which can provide 
the basis for network planning and decision-making. The network traffic prediction model can be 
given by 

1 2ˆ ( , , , , )iy f x x x= L L                                                          (2) 
Where ŷ  is the prediction value of the network traffic. The principle of network traffic 

prediction is shown as Fig.1. 
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Fig.1 Network traffic prediction diagram 

Network traffic prediction model plays a very important role in network traffic prediction. 
Reasonable network traffic prediction model can capture the statistical law of the actual network 
traffic. On the contrary, unreasonable network traffic prediction model will lead to poor network 
performance.  

FNN Optimized by PLS Pruning Algorithm 
FNN is a kind of multilayer neural network, and when the BP algorithm is used for training, 

FNN is often called the BP neural network. BP neural networks are usually composed of input layer, 
hidden layer and output layer. Cybenco has proved that BP neural network with one hidden layer 
can approach any continual function [7], and the three layer BP neural network is shown in Fig.2. 
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Fig.2 Three layer BP neural network structure 

Where ( )ijw n  ( 1, 2, , , 1, 2, , )i M j N= =L L  are the weights between the input layer and the 
hidden layer. ( )jw n  ( 1, 2, , )j N= L  are the weights between the hidden layer and the output layer. 

( )x n  is the input data and ( )y n′  is the output data. For network traffic prediction, the network 
traffic data can be expressed as time series value ( )x n , the corresponding output is ( )y n′ . Let the 
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input of the hidden layer is ( )ju n , and the output of the hidden layer is ( )jv n , the input of the output 
layer is ( )I n , and then the neural network state equation can be expressed as follows 

1
( ) ( ) ( )

M

j ij
i

u n w n x n i
=

= −∑                                                        (3) 

( ) ( )j jv n f u n =                                                               (4) 

1
( ) ( ) ( )

N

j j
j

I n w n v n
=

=∑                                                           (5) 

[ ]( ) ( )y n f I n′ =                                                               (6) 
Where (.)f  is the transfer function of the neural network. This work the sigmoid function is 

choose as the transfer function as follow 
1( )

1 xf x
e−=

+
                                                               (7) 

To obtain the robustness training results of the neural network, the observed historical data of 
network traffic are normalized as follow 

min

max min

( ) ( )( )
( ) ( )

x n x nx n
x n x n

−
=

−
                                                        (8) 

Where max ( )x n  and min ( )x n  is the maximum and minimum value of the observed historical 
data of network traffic respectively. 

When the training samples and training model are determined, the optimization of the structure 
of BP neural network can only be carried out for the hidden layer. Here PLS pruning algorithm is 
used to optimize the hidden layer unit numbers. Let two data matrixes X  and Y meet the 
relationship as follow 

Y X eβ= +                                                                  (9) 
Where m nX R ×∈  and n lY R ×∈ , e  is the noise term. And then the estimation of parameter 

β can be obtained by using the least square method. 

( ) 1T TX X X Yβ
−

=                                                            (10) 
From Eq.10 can see that, if the data matrix X has strong correlation, and then the parameter 

estimation must encounter the inverse solution of ill conditioned matrix, which results in big 
estimation error. PLS algorithm can avoid the inverse solution of ill conditioned matrix by 
decomposing the matrix X and Y into two internal relations and one external relation follows 

1

a
T T

h h
h

X TP E t p E
=

= + = +∑                                                     (11) 

1

a
T T

h h
h

Y UQ F u q F
=

= + = +∑                                                     (12) 

1

a

h h
h

U TB R b t R
=

= + = +∑                                                       (13) 

Where T and U  are the matrixes decomposed by X and Y . [ ]1 2, , , aT t t t= L , 

[ ]1 2, , , aU u u u= L . ht  and hu  are the primary elements of the matrixes X andY , 1, 2, ,h a= L  
and a  is the number of the number of principal components of the matrix, which can be 
determined by cross validation method. P  and Q are load matrixes, [ ]1 2, , , aP p p p= L , 

[ ]1 2, , , aQ q q q= L . E , F , R  are residual matrixes. PLS is a kind of multi variable regression 
method, which can project high dimensional space information to the low dimension information 
space which is composed of several independent principal components. PLS solves the problem of 
multiple correlations in the independent variable, which the information in the independent variable 
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and dependent variable is considered when extract the components from the matrixes. In the PLS 
method, the information of primary components extracted from the independent variables can not 
only summary the information of the independent variables, but also can has the strongest 
explanatory of the dependent variables. Therefore, the noise can be removed from the dependent 
variables and the independent variables. The PLS method can not only eliminate the multi co-linear 
effects of the original data, but also can deal with the data interfered with noise [8]. 

The traditional pruning algorithm begins from a sufficiently large neural network, and the hidden 
layer units are reduced after training convergence. It is a trial method, and the neural network must 
carry out reconstruction, training and test repeat, thus the computational complexity is considerable 
large. To reduce the computational complexity, we use the PLS algorithm to optimize the hidden 
layer units of neural network. The implement process of PLS pruning algorithm can be summarized 
as follow 

Step 1. The collected network traffic data is divided into m groups and each group has the 
sample data length l . 

Step 2. Using the i th−  group data as input matrix X  and the vector Y as the desired output. 
The training error threshold is set toε . When the convergence precision is satisfiedε , carry on the 
next step.  

Step 3. Recording the hidden layer output matrixG , the weights W  and the output matrix Y at 
this time. Extracting PLS primary components from the matrix G and Y , [ ]1 2, , , aT t t t= L . 

Step 4. Computing the correlation coefficients between it (1 )i a≤ ≤ and the output of the hidden 
layer nodes, and then the hidden layer nodes corresponding to the maximum correlation coefficient 
are reserved. The number of nodes in the final retention is the number of primary components a . 

Step 5. Repeating step 2 to choose the next training sample data until m groups data input 
completely. 

Step 6. Deleting redundant nodes in the hidden layer and training the neural network based on 
the current topological structure and the weights by BP algorithm. 

Computer Simulation and Analysis 
In the simulation, the network traffic data is collected from a server of a university campus 

network. The total number of historical network traffic data is 500 during 10 days, which is shown 
in Fig.3. The initial network topological structure is10 40 1× × , and the weights are random 
initialized. The study step size 0.001µ = . Using the first 400 data to form a training sample for BP 
training and the rest of the 100 data is used to test the model. The prediction error is shown in Fig.4. 
After PLS pruning algorithm, the topology structure of the neural network is optimized to10 8 1× × . 
Therefore, PLS pruning algorithm can reduce the redundant nodes in the hidden layer. The 
simulation results show that the proposed method of network traffic prediction reduce the 
computational complexity and improve the prediction accuracy effectively.  
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Fig.3 The network traffic historical data            Fig.4 The prediction error 
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Conclusion 
This work proposed a network traffic prediction method by FNN with PLS pruning algorithm, 

which can obtain the ideal topology structure of the neural network. The proposed method can 
reduce computational complexity of the prediction algorithm and improve the prediction accuracy 
effectively. The computer simulation result shows the effectiveness of the proposed method. 
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