










the Ethernet. When transmitting a packet, the packet will pass through the TX ring, core, DMA, 
QMan and finally FMan will send out it.  

Conclusion 
The design uses T2080’s DPAA to parse, classify and distribute the packets; use configurable 

software run in 8 processors to further process the packets; uses PCIe to connect with server; uses 
SR-IOV to emulate up to 16 virtual Ethernet. It supports two SFP+ ports and intelligent packets 
processing and provides flexible and reliable Ethernet functionality. It is better suited to cloud 
network and can be will greatly reduce the data network deployment costs. 
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