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Abstract: In this paper, we discuss the phase change flow of network and the change law of the 
network performance under different traffic input rates. Based on the stability conditions of the 
and the system, the approximate expressions of the phase change flow of the network traffic are 
We also derive the analytical results of the queue length, average delay, network throughput and 
performance indicators and the deviation degree of the network behavior on the stability of the 
network behavior. At the same time, we carry out the simulation of the data according to the actual 
situation, and the simulation results show that (1) The global behavior of heterogeneous network 
heterogeneous topology has local characteristics from the free flow regime to the congestion state. 
It is a feasible method to improve the network performance by transforming the network topology 
improve the value of the network traffic flow. (3) As the network load increases, the global behavior 
of the network is directly from the free flow state to the global congestion state. There is no 
state between the two states. (4) When the flow rate exceeds the global phase transition, the queue 
length and the average delay of the packet are increased dramatically, and the maximum value of 
network throughput is quickly reduced to zero. 

1. Introduction 
Phase change flow is an upper bound on the maximum load of a network system under stable 

conditions, and it is an important global index of network performance analysis and evaluation.  
make the network have a high phase change flow is often the optimization goal of the network 
planning problem [1]. In the process of carrying a variety of communication services, the most ideal 
situation of the network is to maintain the system to the maximum capacity to transmit packets and 
not to make the system congestion occurs such a critical state. However, in the vicinity of the phase 
transition flow value, the network often has a wealth of critical behavior characteristics, and its 
complexity, uncertainty and uncontrollable increase [2]. Therefore, the description of the network 
behavior near the phase transition flow and the phase change flow value has important guiding 
significance for the actual network management, such as the early warning and avoidance of 
congestion, the optimization of network resources and service quality control. 

In this paper, we toke the local stability condition of the network node and the global stability 
condition as the foundation, and proposed an approximate representation method of phase change 
flow in complex network model [3, 4]. On this basis, we further analyze the variation law of the 
network system performance index, such as queue length and delay time under different network 
load and discuss the key factors that affect the overall behavior of the network and the performance 
of the network. 

2. Analysis of phase change flow and network performance index 
This section will describe the approximate expression of the phase change flow and the analysis 

of the behavior of the relevant performance indicators in the vicinity of the phase change flow, and 
finally data simulation is carried out in this section. 
2.1 Approximate representation of phase change flow 

In complex network theory, the number of nodes reflects the importance of the evolution of the 
node in the network, and its definition is as follows. 
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Assume that the shortest path between the source node i and destination node j is g (i, j), and 
there are gy (i, j) path through the node y. We define the ratio as: 
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(1) 
By describes the importance of y in the communication of the node i and node j. We allow the By 

to meet the following conditions: 
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By is called the betweenness of node y, and it represents the number of nodes in the shortest path 
in the network that passes through the node y [5]. 

The betweenness of nodes is a global index of the network. It reflects the role and influence of 
the node in the whole network. The value of a node is greater, then it shows that the amount of 
information in the communication process through the node will be more, and it also has great 
influence on network performance, at the same time the node is more prone to congestion. 

Because ζ1)-M(M is the normalized coefficient of the betweenness of nodes. Therefore, 
ζ1)-M(M  can be used to do normalization processing of By, and the results can be expressed by 

yϖ , that is: 
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We call yϖ as the normalized number of node y. yϖ represents the ratio of the shortest path to 
the number of the shortest path through the node y on the entire network. Like B, it also describes 
the importance of node y throughout the network. 

Assumptions the flow is known on the network, then the flow rate of the node y can be expressed 
as the product of the total flow and the normalized medium number. For any node y on a uniform 
network, it is clear that the value of each node is equal, so the value of y can be expressed as: 

ζ)1( −= MBy                                                                 (4) 

Here we use the node number to give an approximate representation of the local flowλ loc

c . We 
consider the case when the network is in a state of free flow. In each unit time, the total flow 
generated by the network is λpm , y is assumed to be an arbitrary node in the network, and the 
normalized number is yϖ . Therefore, when the network is in the free flow regime, it is known that 
the flow rate Ny(t) through the node y in a unit time can be expressed as λϖpm . So there are the 
following conclusions set up. 
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(5) 
From the above type, we can know that each node can be in a steady state, the rate of input flow 

rateλ should meet the following conditions: 
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Under this condition, each node is in a steady state, and it is able to transmit the incoming 
packets in time. The whole system is in the free flow phase. The time experienced by the packet in 
the network is only the forwarding delay. So we can get the approximate expression of the local 
flow loc

cl : 
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addition, we can get another equivalent form of loc
cl : 
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2.2 Analysis of performance index behavior near the phase change flow 
In addition to knowing the phase change traffic of the network, we should also care about the 

behavior characteristics of the network system under different loads. Only by understanding the 
queue length and the average delay of the nodes in the steady state, it is possible for us to 
implement the appropriate buffer strategy to gain more feedback time for the congestion control 
mechanism [6, 7]. 
2.2.1 Packet queue behavior analysis 

(1) When loc
cll <<0  

At this time, the network is in the free flow state, the average delay of packets only contains the 
average forwarding time, while the average waiting time is zero, so the following equation is 
established [8]:  

ζλMptN =)(                                                                    
(9) 

(2) When c
loc
c lll <<  

Some of the nodes in the network are congested, and the average waiting time of the packet is no 
longer zero, but the whole network is still in stable condition, so the following equation is 
established:  
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(3) When cλλ >  
Network congestion status. According to the evolution rules of the model [9], it can be known 

that A can be expressed in the following ways: 
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2.2.2 Packet delay behavior analysis 
Now we analyze the variation of the average delay of packets.2.3 Empirical analysis of interest 

rate risk. 
(1) When loc

cll <  

The average delay of packets is equal to the mean free delay, i.e., ζε = . 
(2) When loc

cll >  
Average delay is also required to add the average waiting time, the average delay of the packet 

can be expressed as: 
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2.2.3 The change law of network throughput 
We use )(tΩ to represent throughput at the time of the network. According to the formula (8), the 

change law of Ω can be described as follows: 

ζ
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It represents the growth rate of the average throughput of the network. So we can get the 
following formula (14). 
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From the above formula we can know that in cλλ < , the throughput increases linearly with the 
increase of time. At the cλλ =  point, the system throughput reaches its maximum limit. 
When cλλ > , the throughput decreases exponentially with the increase of time or load, and 
gradually tends to zero. The above formula shows that when the flow rate is increased to the local 
phase transition, the local phase transition from stable to unstable occurs in the individual node. At 
this point, the network has not yet congested nodes have the capacity of handling has not been fully 
utilized. 
2.3 Numerical simulation 

In this section, we will further verify the theoretical analysis results by numerical simulation. In 
this section, we will further verify the theoretical analysis results by numerical simulation. For the 
simulation and analysis of the variation of network performance index under different load 
conditions, the work in this area has been more abundant in the rule network. In the following 
simulation experiments, the number of network nodes is taken as 256. The relative error is defined 
as xxx /

^
−

, where x is the exact value, ^
x  is the simulation value of x. 

3 Empirical PROCESSES 

      
Fig.1 Phase transition traffic vs. p on the free-scale network.         Fig.2 Comparison of 

cλ between regular and scale-free network 

      
Fig.3 Average delay time of packets vs. λ on scale-free network.     Fig.4 Number of packets vs. 

λ . on scale-free network 
Figure 1 indicates the change of phase change flow with P in the scale free network. The average 

relative error between the discrete points of λ loc

c
 and the corresponding points of the λ loc

c
 curve is 

0.052, and this shows that we have a good estimate of the effect of λ loc

c
 and λ c

is relatively good. 
Figure 2 is the simulation results for the estimation of the rule network phase change flow and the 
comparison of the phase change flow between the regular network and the scale free network. 
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Figure 3 and Figure 4 show the variation of queue length, delay, throughput and other performance 
indicators in the scale free network. 

4 CONCLUSIONS 
By the theoretical analysis and numerical simulation of the related work, we can sum up the 

following conclusions: (1) the global behavior of heterogeneous network with heterogeneous 
topology has local characteristics from the free flow regime to the congestion state. That is, the 
congestion occurs at the first large number of nodes. (2) It is a feasible method to improve the 
network performance by transforming the network topology to improve the value of the network 
traffic flow. (3) Homogeneous network local and global phase change flow is approximately equal, 
which means that the behavior of each node in the uniform network is synchronized or at the same 
time in a stable state. As the network load increases, the global behavior of the network is directly 
from the free flow state to the global congestion state. There is no transition state between the two 
states. (4) When the flow rate exceeds the global phase transition, the queue length and the average 
delay of the packet are increased dramatically, and the maximum value of the network throughput is 
quickly reduced to zero. 
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