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Abstract. Nowadays, the Direct-Sequence Spread Spectrum (DSSS) technology has been widely 
used. It's urgent to research blind detection algorithms on DSSS signal. In this paper, a new method is 
proposed. It based on a combination of wavelet noise reduction and Estimation-based Time-domain 
Sliding Correlating Accumulation, which can be used to detect the DSSS-QPSK signal. The results 
show that when the length of spreading code is 15 bits and the Signal-to-Noise Ratio (SNR) is -12 dB, 
the method could easily detect whether the DS/SS-QPSK signal exists. 

Introduction 

Direct-Sequence Spread Spectrum is widely used in the field of spread spectrum and it shows 
excellent performance in covert communication. The DSSS signal has a wider bandwidth and it is 
difficult to detect non-cooperatively.  

For the DSSS Signal blind detection, we need to consider characteristic features of spread 
spectrum signal in the time domain, frequency domain and power spectrum to judge whether the 
DSSS signal is existing. There are many non-parametric approaches include common correlation 
methods, periodogram methods, higher-order statistics methods (HOS) , maximum likelihood (ML) 
methods, methods based on Yule-Walker equations,  iterative filtering methods, and nonlinear least 
squares (NLS) methods[1]. However, all these method are not applicable to detect DSSS-QPSK 
signal just because the SNR required is much higher than the DSSS-QPSK signal working at. 

Aiming at the problem of the DSSS-QPSK signal blind detection under the low SNR, this paper 
proposes a new method that uses wavelet denoise in the preprocessing [2]. And then updates the 
estimated spreading code and estimated data to make the noise further suppressed. Finally we 
analyses the correlation of the signal to judge the presence of the DSSS signal. The method proposed 
can also detect the signal’s information including the length of spreading code and the 
synchronization position. 

Estimation model 
DSSS-QPSK signal ( )S t  can be expressed as  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2sin cosS t d t c t t d t c t t n tω ω= + +                                            

( )( ) m c
i

c t c p t mT
∞

=−∞

= −∑                                                          (1) 

In equation (1), ( )1d t and ( )2d t  are two Quadrature sequences of the messege sequences to be 
transmitted; ( )c t  is the spread function; ( )n t  is the White Gaussian noise; [ ]1, 1nd ∈ + − is the messege 
code; [ ]1, 1mc ∈ + − is the spreading code; in this paper we use the m-sequence as the spreading codes; 

bT is the bandwidth of the information code and cT is the bandwidth of the spreading code. 
Firstly we use the wavelet to reduce the noise of DSSS-QPSK signal. The main purpose of this 

section is to minimize the noise in the DSSS-QPSK signal and filter the noise at other frequency 
bands. 
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For ( ) ( )2f t L R∈  its fourier transform is ( )ψ ω .We called ( )tψ  a mother wavelet when ( )ψ ω  
satisfies ( ) 0t dtψ

∞

−∞
=∫ . 

We will obtain wavelet sequence after scaling and translating the mother wavelet  
   ( ),
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aat
tψ ψ − =  

 
                                                                  (2) 

In equation (2), ,a Rτ ∈ ; a  is the scale factor and 0a > ; τ is the translate factor. ( ),a ttψ  is the 
wavelet basis function. 

For the acquired DSSS-QPSK signal ( )S t , its wavelet transform is 

( ) ( ),
1, ,f a b R

t bW a b f S t dt
aa

ψ ψ − = =  
 ∫                                           (3) 

There are four main kinds of threshold selection rules: rigrsure, heursure, sqtwolog and 
minimaxi[3]. In this paper, the SNR of the signal is low. The estimation of the signal threshold has a 
large error. In the blind detection, we do not know the bandwidth of the signal. The heursure 
threshold can remove the noise of the signal and retain high-frequency effectively. So we choose the 
heursure threshold rule. The specific selection of threshold is as following. 

If s is the square sum of the wavelet coefficients, when ( ) /s n nη = − and ( )
3

2
2log /n nµ = , then we 

get 

( )
1

3
1 2min ,

Th
Th

Th Th
hm
hm
≤=  >

                                                       (4) 

After wavelet denosing, the noise of signal has been suppressed to a great degree. Then we use the 
Estimation-based Time-domain Sliding Correlating Accumulation approach to detect the 
DSSS-QPSK signal[4]. 

First, intercept a period of the acquired signal as the estimated spreading code 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )sin cosE a b ECm t d t c t t d t c t t n tω ω= + +                      (5) 

In equation (5), ( )ad t and ( )bd t are two Quadrature sequences of acquired signal; ( )En t is the noise 
of Estimate. 

The estimate spreading signal is multiplied by the same length of signal  
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After the low-pass filter removing high-end items and most of the noise, we can get 

( ) ( ) ( ) ( ) ( ) ( ) ( )1 2
1 1
2 2

LPF
i E i a i b inBS t Cm t d t d t d t d t n t⋅ → + +                             (7) 

In equation (7), ( )1id t and ( )2id t are two Quadrature sequences of ( )iS t ; ( )inBn t is band noise of the 
filter . 

Define ( ) ( ) ( ) ( ) ( ) ( )1 22 2E i a i b inBd t d t d t d t d t n t= + + , ( )iS t is weighted by ( )Ed t  and then get the average 
value 
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In equation (8), the second term is ( ) 2Cm t , and both the first and third terms are the noise of 
estimation. In the first term, ( )1id t and ( )2id t are irrelevant so the probability that ( ) ( )1 2i id t d t  is either 
positive or negative approaches1 2  . When M is large enough, the first and third terms tend to zero. 
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From the equation (7) and (8) we can see that the estimated spreading code and data can make a cycle 
by multiplying the signal, and in this cycle, both of the estimated spreading code and data can be 
updated. In this process, the estimated noise is suppressed. The estimated noise is smaller when the 
the chip length M is larger. 

Definition 
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In equation (9), T is the assumed period of the acquired signal; synp is the position where starting to 
the initial signal; M represents the number of messgae codes; ( )E nCm t  represents the n-th estimated 
spreading codes; ( ) 1Ei nd t

−
 represents the estimated codes. Only when T  is equal to the spreading 

codes and synp  is the position where acquired signal synchronized, will the ( ), synV T p have a maximum. 
According to the peak of ( ), synV T p we can determine the existence of DSSS signal. 

In the detection of the DSSS-QPSK signals, the estimated noise increases because of the QPSK 
modulation scheme. It increases the error in detection process, and decreases the detection accuracy 
of DSSS-QPSK signal. The detection threshold of DSSS-BPSK signal is lower than DSSS-QPSK 
signal by 2dB. 

Simulation 

In this simulation, the rate of the sample data is 100 times / chip and the length of spreading code is 
15 bits. The rate of the information codes is 3kHz and the SNR is -15dB. In this paper we simulate the 
detection of DSSS-QPSK signal when the length of sample signals is 100 bits and 400 bits. 
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             Fig. 1 Frequency spectrum of sample signal            Fig. 2 Frequency spectrum of denoised signal 
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      Fig. 3 Detection output when SNR is -15dB                   Fig.4 Detection probabilities of sample signal 

Fig.1 is the frequency spectrum of sample signal and Fig.2 is the frequency spectrum of the signal 
after wavelet de-noising. It can be seen that the wavelet de-noising filter out the noise of other 
bandwidths. Fig.3 is the detection result when the estimated spreading code is updated twice. It can 
be found that the peak is obvious and we can tell the DSSS signal is existing. 
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In order to quantitative the results of detection. We define λ  as the judgment factor. 

                          
second

firstY
Y

γ =                                                                                 (10) 

In equation (10), firstY  is the maximum of the detected value, and sec ondY is the second largest of the 
detected value. When the first peak is much higher than the second peak, we consider the detection as 
a success, that is to say the signal exists. In this paper, ifλ satisfies 1.5λ > , then we make sure the 
signal exists. 

Table 1. Theλ in different lengths of sample signal 
length -10dB -13dB -15dB -17dB 
100bits 2.0658 2.1339 1.6058 1.0969 
200bits 2.4304 2.2258 1.8994 1.5375 
400bits 2.4837 2.2507 2.056 1.5493 

Table1 is the detection probabilities in different lengths of data signal. Fig.4 shows the probability 
of detection when the data length increased from 100 bits to 400 bits. From the result we can see that 
the threshold could be even lower when there are more signal samples. When the number of chips of 
the signal is 100 bits and the SNR is -17dB, we cannot detect the DSSS signal, but we succeed when 
the length  of the sample signal is 400 bits.  

Conclusion 

Aiming at the DSSS-QPSK signal blind detection, we propose a new detection method that uses 
the wavelet denoise method in the preprocessing, and then use the Estimation-based Time-domain 
Sliding Correlating Accumulation method. For the signal with a very low SNR, the wavelet denoise is 
better than the common filter. So the wavelet denoise can improve the detection performance. This 
method can make precise detection when the length of spreading code is 15 bits and the SNR of the 
signal is -15dB. When the length of the sample grows to 400 chips, the performance of this method 
will be enhanced and can detect the signal successfully when the SNR of the signal is -17dB. 
However, the performance improvement is not as obvious as before when the chips further increase. 
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