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Abstract. In this Letter, a novel steganography of digital watermark scheme which contains digital 
watermark embedding and extraction processes is proposed. The proposed scheme is based on an 
iterative process of Arnold scrambling transform which is controlled by secret key shared by 
copyright owner and authorized users, and the extension of morphological component analysis 
theory which utilizes morphological diversity as the kernel role in blind source separation. Images 
acquired in steganography experiments prove the effectiveness of proposed scheme. Both visual 
effect and quantitative experiment results of the Peak Signal to Noise Ratio (PSNR) index and 
Structural Similarity (SSIM) index confirm its steganography capability as well as its robustness to 
different noise attacks through communication channel. 

Introduction 
With the explosive growth of digital image techniques, how to efficiently protect the copyright of 

original image and prosecute copyright violators cause increasing concerns. As an efficacious 
authentication method, digital watermark has attracted great attention in the field of information 
security. As copyright markings, digital watermarks (DW) may be certain visual patterns (e.g., 
national emblem, company logo or personal sign) overlaid on original digital images [1]. 
Steganography is an information hiding tool to conceal the existence of important message in other 
information. Steganography of digital watermark can enhance the communication security since the 
existence of embedded digital watermark is unknown to a potential attacker. 

In this Letter, we propose a novel steganography scheme of digital watermark based on Arnold 
scrambling transform[2] and the extension of the Speed-up generalized morphological component 
analysis (SGMCA) theory [3][4]. As a powerful signal processing tool, morphological diversity 
plays the essential role in the success of MCA [5][6]. By extending SGMCA to blind source 
separation (BSS) framework, the proposed scheme has a good performance on digital watermark 
extraction, and is robust to several noise attacks. 

Proposed scheme 
There are two main processes in this proposed scheme, i.e., digital watermark embedding 

process and digital watermark extraction process. The block diagram of whole proposed scheme is 
illustrated in Fig. 1. 

In digital watermark embedding process, firstly a 𝑁𝑁 × 𝑁𝑁  image 𝑂𝑂𝑂𝑂𝑂𝑂  contains original 
copyright marking is changed to digital watermark 𝑂𝑂𝑂𝑂𝑂𝑂  for embedding through Arnold 
scrambling transform as follows: 

for 𝑖𝑖 = 1,⋯ ,𝐾𝐾, �𝑥́𝑥𝑦́𝑦� = �1 1
1 2� �

𝑥𝑥
𝑦𝑦� (𝑚𝑚𝑚𝑚𝑚𝑚 𝑁𝑁),              (1) 

where  𝑥𝑥,𝑦𝑦 ∈ {0,1,2,⋯ ,𝑁𝑁 − 1} represent the positions of pixels before Arnold scrambling 
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Fig. 1. Block diagram of proposed scheme 

transform, while 𝑥́𝑥, 𝑦́𝑦 ∈ {0,1,2,⋯ ,𝑁𝑁 − 1} represent the positions of pixels after Arnold scrambling 
transform. The iteration number 𝐾𝐾 is chosen as the Secret Key which is only shared by copyright 
owner and authorized users. After mixing digital watermark 𝑂𝑂𝑂𝑂𝑂𝑂 with original cover image 𝑂𝑂𝑂𝑂𝑂𝑂, 
the original watermarked image 𝑂𝑂𝑂𝑂𝑂𝑂 is obtained as follows: 

𝑂𝑂𝑂𝑂𝑂𝑂 = 𝐴𝐴1𝑂𝑂𝑂𝑂𝑂𝑂 + 𝐴𝐴2𝑂𝑂𝑂𝑂𝑂𝑂 =  𝐴𝐴𝐴𝐴,                    (2) 
where 𝑆𝑆 is the original source matrix, and 𝐴𝐴 is the mixing matrix which defines the specific 
contribution of original cover image 𝑂𝑂𝑂𝑂𝑂𝑂 and embedding digital watermark 𝑂𝑂𝑂𝑂𝑂𝑂 to original 
watermarked image 𝑂𝑂𝑂𝑂𝑂𝑂 . By passing original watermarked image 𝑂𝑂𝑂𝑂𝑂𝑂  through the 
communication channel, authorized users observe the received watermarked image 𝑅𝑅𝑅𝑅𝑅𝑅. Since 
there are potential noises or attacks in communication channel, so received watermarked image 
𝑅𝑅𝑅𝑅𝑅𝑅 may not be totally equal to original watermarked image 𝑂𝑂𝑂𝑂𝑂𝑂. 

𝑅𝑅𝑅𝑅𝑅𝑅 =  𝐴𝐴𝐴𝐴 + 𝐸𝐸,                       (3) 
This observation model is consistent with the linear mixture model in BSS problem. The model 

is assumed to contain 𝑁𝑁𝑐𝑐  channels of observation �𝑟𝑟𝑟𝑟𝑟𝑟1,⋯ , 𝑟𝑟𝑟𝑟𝑟𝑟𝑁𝑁𝑐𝑐�, where each channel of 
observation {𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖}𝑖𝑖=1,⋯,𝑁𝑁𝑐𝑐 is a one-dimensional vector of length 𝑀𝑀 = 𝑁𝑁 × 𝑁𝑁 by reordering all 
pixels in a two-dimensional observed watermarked image into it. Each observed channel is also the 
linear mixture of 𝑁𝑁𝑠𝑠 vectors �𝒔𝒔1,⋯ , 𝒔𝒔𝑁𝑁𝑠𝑠� which are original sources with the same length  𝑀𝑀. 
Then 𝑅𝑅𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑟𝑟1𝑇𝑇 ,⋯ , 𝑟𝑟𝑟𝑟𝑟𝑟𝑁𝑁𝑐𝑐

𝑇𝑇 �𝑇𝑇  is the 𝑁𝑁𝑐𝑐 × 𝑀𝑀  observation matrix. 𝐴𝐴 = �𝑎𝑎1𝑇𝑇 ,⋯ ,𝑎𝑎𝑁𝑁𝑐𝑐
𝑇𝑇 �𝑇𝑇  is the 

𝑁𝑁𝑐𝑐 × 𝑁𝑁𝑠𝑠 mixing matrix which defines the specific contribution of each original source to each 
observation channel. 𝑆𝑆 = �𝑠𝑠1𝑇𝑇 ,⋯ , 𝑠𝑠𝑁𝑁𝑠𝑠

𝑇𝑇 �𝑇𝑇 is the 𝑁𝑁𝑠𝑠 × 𝑀𝑀 original source matrix. 𝐸𝐸 = �𝜺𝜺1𝑇𝑇,⋯ , 𝜺𝜺𝑁𝑁𝑐𝑐
𝑇𝑇 �𝑇𝑇 

is the 𝑁𝑁𝑐𝑐 × 𝑀𝑀 matrix which is included to account for noises, attacks, as well as imperfections of 
linear mixture model. The proposed scheme discusses the over-determined situation where 
𝑁𝑁𝑐𝑐 ≥ 𝑁𝑁𝑠𝑠, thus 𝐴𝐴 has full column rank. 

For example, we acquire a RGB image with the dimension of 1024 × 1024  in the 
steganography application. This image contains three color layers (e.g., Red layer, Green layer and 
Blue layer), and it is the superposition of two unrelated source signals. Then observation matrix 
𝑅𝑅𝑅𝑅𝑅𝑅  represents the observation of this multi-layer image. The symbol 𝑁𝑁𝑐𝑐 = 3  and 
𝑟𝑟𝑟𝑟𝑟𝑟1, 𝑟𝑟𝑟𝑟𝑟𝑟2, 𝑟𝑟𝑟𝑟𝑟𝑟3  represent the Red, Green and Blue observation channels, respectively. Each 
observation channel contains 𝑀𝑀 = 1024 × 1024 pixels and each channel is the linear mixture of 
𝑁𝑁𝑠𝑠 = 2 original sources. 

As the observation result is consist of 𝑁𝑁𝑐𝑐 different mixtures, the source separation technique 
aims at restoring the original sources {𝑠𝑠𝑖𝑖}𝑖𝑖=1,⋯,𝑁𝑁𝑠𝑠  by taking advantage of some information 
contained in the way the signals are mixed in the observation channels. In the BSS problem, both 
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the mixing matrix 𝐴𝐴 and the original source matrix 𝑆𝑆 are unknown, and they must be estimated 
jointly. Generally, without further a priori knowledge, decomposing a rectangular observation 
matrix 𝑅𝑅𝑅𝑅𝑅𝑅  into a linear combination of 𝑁𝑁𝑠𝑠  rank-one matrices is clearly an ill-posed 
mathematical problem. The goal of BSS problem is to utilize the additional prior constraints and to 
devise separation methods which can handle the contrast and diversity to disentangle the original 
sources. 

In digital watermark extraction process, how to divide received watermarked image 𝑅𝑅𝑅𝑅𝑅𝑅 into 
cover image and digital watermark is the core of the scheme. The basic concept of MCA theory is 
taking advantages of morphological diversity [3] as the source of discernibility among mixed 
signals. The proposed scheme utilizes SGMCA theory by extending its concept to BSS framework, 
and devises separation method which can handle the contrast and diversity to disentangle the 
original sources. 

Our scheme supposes that the original sources {𝑠𝑠𝑖𝑖}𝑖𝑖=1,⋯,𝑁𝑁𝑠𝑠 can be sparsely represent by the 
dictionary 𝐷𝐷 = [Φ1

𝑇𝑇,⋯ ,Φ𝑃𝑃
𝑇𝑇]𝑇𝑇  which is the combination of 𝑃𝑃  bases: {Φ𝑖𝑖}𝑖𝑖=1,⋯,𝑃𝑃 . Then each 

original source is the linear combination of 𝑃𝑃 morphological components, while each component 
can be sparsely represented by a certain basis, i.e.: 
𝑠𝑠𝑖𝑖 = ∑ 𝜑𝜑𝑖𝑖𝑖𝑖𝑃𝑃

𝑘𝑘=1 = ∑ 𝛼𝛼𝑖𝑖𝑖𝑖Φ𝑘𝑘
𝑃𝑃
𝑘𝑘=1 , ∀𝑖𝑖 ∈ {1,⋯ ,𝑁𝑁𝑠𝑠}                   (4) 

Through the estimation of 𝐴𝐴, the scheme is to seek the sparsest representation of original 
sources 𝑆𝑆 in the dictionary 𝐷𝐷, which can be expressed by a tractable optimization problem as 
follows: 
�𝐴̃𝐴, 𝑆̃𝑆� = arg min𝐴𝐴,𝑆𝑆 ∑ ∑ ‖𝜑𝜑𝑖𝑖𝑖𝑖Φ𝑘𝑘

𝑇𝑇‖1𝑃𝑃
𝑘𝑘=1

𝑛𝑛
𝑖𝑖=1 + 𝜅𝜅‖𝑋𝑋 − 𝐴𝐴𝐴𝐴‖22,                (5) 

where the symbols 𝐴̃𝐴, 𝑆̃𝑆 represent the estimations of 𝐴𝐴, 𝑆𝑆. By introducing the sparse decomposition 
operator Δ𝐷𝐷(∙), then the unique ℓ1 pseudo-norm sparse decomposition of 𝑅𝑅𝑅𝑅𝑅𝑅 and 𝑆𝑆 can be 

defined as 𝛩𝛩𝑅𝑅𝑅𝑅𝑅𝑅 = �Δ𝐷𝐷(𝑟𝑟𝑟𝑟𝑟𝑟1)𝑇𝑇,⋯ ,Δ𝐷𝐷�𝑟𝑟𝑟𝑟𝑟𝑟𝑁𝑁𝑐𝑐�
𝑇𝑇�
𝑇𝑇
 and 𝛩𝛩𝑆𝑆 = �Δ𝐷𝐷(𝑠𝑠1)𝑇𝑇 ,⋯ ,Δ𝐷𝐷�𝑠𝑠𝑁𝑁𝑠𝑠�

𝑇𝑇�
𝑇𝑇
. Therefore 

we can iteratively and alternately estimate both 𝐴𝐴 and 𝛩𝛩𝑆𝑆 in the sparse domain by solving the 
optimization problem as follows: 
�𝐴̃𝐴,𝛩𝛩�𝑆𝑆� = arg min𝐴𝐴,𝛩𝛩𝑆𝑆 𝜅𝜅‖𝛩𝛩𝑅𝑅𝑅𝑅𝑅𝑅 − 𝐴𝐴𝛩𝛩𝑆𝑆‖22 + ‖𝛩𝛩𝑆𝑆‖1          

  (6) 
 
Detailed steps of BSS-SGMCA scheme: 

1. Perform MCA to observations to calculate  
𝛩𝛩𝑅𝑅𝑅𝑅𝑅𝑅 = [Δ𝐷𝐷(𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖)𝑇𝑇]𝑇𝑇                 (7) 

2. Initialize iterative number 𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and inceptive threshold: 𝛿𝛿(0). 
3. While No. ℎ iterative threshold 𝛿𝛿(ℎ) is larger than stop threshold 𝛿𝛿𝑚𝑚𝑚𝑚𝑚𝑚 which depends on the 

noise variance, iterative process continues. 
3.1. Assuming 𝐴𝐴 is fixed, then estimate the coefficients of 𝛩𝛩𝑆𝑆. 
𝛩𝛩𝑆𝑆

(ℎ+1) = 𝜆𝜆𝛿𝛿(ℎ) �𝐴𝐴†
(ℎ)𝛩𝛩𝑅𝑅𝑅𝑅𝑅𝑅�,                (8) 

where 𝐴𝐴† is the pseudo-inverse of 𝐴𝐴 and 𝜆𝜆𝛿𝛿 is a thresholding operator with threshold 𝛿𝛿. 
3.2. Assuming 𝛩𝛩𝑆𝑆 is fixed, then update mixing matrix 𝐴𝐴 by a least-squares estimation as 

follows: 

𝐴̃𝐴(ℎ+1) = 𝛩𝛩𝑅𝑅𝑅𝑅𝑅𝑅𝛩𝛩�𝑆𝑆
(ℎ)𝑇𝑇 �𝛩𝛩�𝑆𝑆

(ℎ)𝛩𝛩�𝑆𝑆
(ℎ)𝑇𝑇�

−1
              (9) 

3.3. Decrease the threshold 𝛿𝛿(ℎ). 
4. If 𝛿𝛿(ℎ) = 𝛿𝛿𝑚𝑚𝑚𝑚𝑚𝑚, then stop the iterative process. 
5. Reconstruct the source image 𝑆𝑆 by sparse composition of 𝐴̃𝐴†𝛩𝛩𝑅𝑅𝑅𝑅𝑅𝑅 in dictionary 𝐷𝐷 to get 

extracted cover image 𝐸𝐸𝐸𝐸𝐸𝐸 and extracted digital watermark 𝐸𝐸𝐸𝐸𝐸𝐸. 
Since Arnold scrambling transform is a period transform, extracted digital watermark 𝐸𝐸𝐸𝐸𝐸𝐸 is 

changed to the extracted copyright marking 𝐸𝐸𝐸𝐸𝐸𝐸 through Arnold scrambling transform with 
𝑇𝑇 − 𝐾𝐾 iterations, where the constant 𝑇𝑇 is the period of Arnold scrambling transform which is 
depended on the size of the transformed image. 
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Experimental results 
Experiments reported in this short communication are performed on MATLAB R2014b platform 

which runs in the laptop with Intel Core i5-5200U (2.20GHz). Fig. 2(a) shows the RGB Lena image 
with the size of 512 × 512 pixels which is chosen as original cover image 𝑂𝑂𝑂𝑂𝑂𝑂. Fig. 2(b) shows 
the RGB British national emblem with the size of 512 × 512 pixels which is chosen as original 
copyright marking 𝑂𝑂𝑂𝑂𝑂𝑂. Fig. 2(c) shows the RGB embedding digital watermark 𝑂𝑂𝑂𝑂𝑂𝑂 with 
security key 𝐾𝐾 = 100. Fig. 2(d) shows the RGB original watermarked image 𝑂𝑂𝑂𝑂𝑂𝑂. Fig. 2(e) 
shows the RGB received watermarked image 𝑅𝑅𝑅𝑅𝑅𝑅 through the communication channel. There are 
salt and pepper noise attack in the communication channel. The noise density is 0.04 which affects 
approximately 4% of all pixels of original images. Fig. 2(f) shows the RGB extracted cover image 
𝐸𝐸𝐸𝐸𝐸𝐸. Fig. 2(g) shows the RGB extracted digital watermark 𝐸𝐸𝐸𝐸𝐸𝐸. Since the dimension of the 
copyright marking is 512 × 512 pixels, the determined period 𝑇𝑇 of Arnold scrambling transform 
is 384. So the secret key 𝑇𝑇 − 𝐾𝐾 used to acquire extracted copyright marking 𝐸𝐸𝐸𝐸𝐸𝐸 from extracted 
digital watermark 𝐸𝐸𝐸𝐸𝐸𝐸 through Arnold scrambling transform is 284. Fig. 2(h) shows the RGB 
extracted copyright marking 𝐸𝐸𝐸𝐸𝐸𝐸. 

      
(a)      (b)       (c)               (d) 

     
(e)      (f)      (g)             (h) 

Fig. 2. Images acquired in steganography scheme of digital watermark 
In order to make quantitative analysis, the Peak Signal to Noise Ratio (PSNR) index is calculated 

to assess the effect from the gray-level fidelity aspect. The Structural Similarity (SSIM) index [7] 
which is an image quality assessment index based on the human vision system is calculated to 
assess the effect from the structure-level fidelity aspect. The quantitative experiment results of 
original cover image 𝑂𝑂𝑂𝑂𝑂𝑂  versus extracted cover image 𝐸𝐸𝐸𝐸𝐸𝐸 and original copyright marking 
𝑂𝑂𝑂𝑂𝑂𝑂 versus extracted copyright marking 𝐸𝐸𝐸𝐸𝐸𝐸 are shown in Table 1. 

 
Table 1: PSNR (Unit: dB) and SSIM results of 𝑂𝑂𝑂𝑂𝑂𝑂 versus 𝐸𝐸𝐸𝐸𝐸𝐸 and 𝑂𝑂𝑂𝑂𝑂𝑂 versus 𝐸𝐸𝐸𝐸𝐸𝐸 

 Red Channel Green Channel Blue Channel Average 
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 

OCI vs ECI 19.33 0.54 19.46 0.52 18.95 0.51 19.25 0.52 
OCM vs ECM 17.65 0.61 17.89 0.61 17.57 0.62 17.70 0.61 

 
To test the performance of proposed scheme and its robustness to noise attack, four kinds of 

noises is adopted in communication channel respectively. Fig. 3(a) illustrates the extracted 
copyright marking 𝐸𝐸𝐸𝐸𝐸𝐸 after adding multiplicative noise with variance 0.04. Fig. 3(b) illustrates 
the extracted copyright marking 𝐸𝐸𝐸𝐸𝐸𝐸 after adding salt and pepper noise. The noise density is 0.05 
which affects approximately 5% of all pixels. Fig. 3(c) illustrates the extracted copyright marking 
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𝐸𝐸𝐸𝐸𝐸𝐸 after adding Gaussian white noise. The noise is zero mean with variance 0.05. Fig. 3(d) 
illustrates the extracted copyright marking 𝐸𝐸𝐸𝐸𝐸𝐸 after adding Poisson noise. The quantitative 
experiment results of original copyright markings versus corresponding extracted copyright 
markings are listed in Table 2. 

     
(a)        (b)      (c)                (d) 

Fig. 3. Extracted copyright markings after noise attacks 
 

Table 2: PSNR (Unit: dB) and SSIM results of original copyright markings versus corresponding 
extracted copyright markings 

Noise Patten 
Red Channel Green Channel Blue Channel Average 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 
Multiplicative 17.45 0.46 17.52 0.46 19.38 0.66 18.11 0.53 

Salt and pepper 16.57 0.55 17.09 0.56 16.56 0.56 16.74 0.55 
Gaussian white 15.29 0.36 14.92 0.34 15.40 0.37 15.20 0.35 

Poisson 26.56 0.82 26.45 0.81 28.19 0.88 27.06 0.84 
Fig. 3 illustrates that proposed scheme has quite good performance on extracting digital 

watermark through visual effect with different types of noise attack. PSNR and SSIM indices results 
shown in Table 1 and Table 2 confirm the digital watermark steganography capability of proposed 
scheme in noisy circumstances. 

Conclusion 
In this Letter, a novel steganography scheme which can protect the copyright is proposed based 

on Arnold scrambling transform and the extension of SGMCA theory to BSS framework. 
Experiments prove the effectiveness of proposed scheme. Both visual effect and quantitative results 
of PSNR & SSIM indices illustrate its good performance on steganography of digital watermark 
and robustness to several different noise attacks through communication channel. 
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