






calculated Q   based on SVD that contributes to the efficiency 

of the FDLDA algorithm, which is not only shown by our 
theoretical analysis, but also strongly supported by our 
experimental results. 

Our experiments on face database have shown that the 
accuracy achieved by the FDLDA algorithm is competitive 
with the ones achieved by Chen’s DLDA. With efficiency and 
scalability, FDLDA algorithm is promising in real-time 
application involving extremely high-dimensional data. 
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