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Abstract. Biomedical images usually have multiple regions of interest, which lead to the study of 

multi object segmentation in this area. Multiphase level set active contour model using a gradient 

descent method to minimize energy non convex, so not only will be the local minimum, but also 

lead to erroneous segmentation, the fast algorithm can not be carried out, can not be solved quickly. 

Aiming at the above problems,we propose a multi object image segmentation algorithm of global 
convex coupling. First, in order to avoid the segmented regions overlap and vacuum, we put 

two-phase level set Chan Vese model was extended to four phase, and the introduction of edge 

stopping function improved regularization process, and then based on this model of convex 

optimization, to obtain the global optimal solution, finally, using dual minimization method for the 

fast calculation. Experimental results show that the proposed model can not only obtain the global 

optimal solution, but also greatly improve the efficiency and accuracy of the segmentation. 

Introduction 

Active contour model is very popular in image segmentation which is to obtain the input image 

region of interes, Chan-Vese[1] is proposed based on the Mumford Shah (M-S) model [2] no active 

edge contour model (C-V), it by two-phase symbol to distinguish between target and background of 

an image to be segmented, for biomedical image usually has multiple sense of interest in regional 

and regional characteristics of each different, so can't for complex image segmentation that is 

indivisible multiple images. CHUNG[3-4] etal proposed a multilevel level set method using a single 

level set to segment multiple objects. Each layer is provided with corresponding threshold value and 

the threshold value directly affects the segmentation result. VESE [5] proposed a multiphase level 

set model MLS, realize M2  target segmentation with level set MLSM, Zheng Gang [6-7] combined 

with the background of filling technology and C-V model, put forward the tree structure and 

pyramidal multiphase level set segmentation method of multi targets, the realization of N phase 

segmentation through 1N  level set segmentation can achieve convergence, multi sub target of 

weak edge. Weng Xiaoguang [8], the use of parallel regional segmentation, characteristics of serial 

high efficiency, proposes a segmentation method of C-V model based on composite multiphase 
level set Wang Xue [9] proposed a multiphase level set collaborative spatial fuzzy clustering image 

segmentation algorithm for multi object, firstly using C- means for coarse segmentation of image 

fuzzy clustering algorithm, and then the initial function of compound operation as multiphase level 

set function. Active contour models from the literature [3-9] multiphase level set is the use of 

gradient method to realize the minimization of energy decreased, these methods are non convex, so 

the initialization sensitive, prone to local optimum problem. 

Active contour model of energy minimization is commonly used method of convex optimization 

to solve the local minimum problem, and the convex optimization method is mainly for Heaviside 

function instead of the level set (or characteristic function) method can change the micro [0,1] in 

convex interval. Zach[10] and Lellman[11] proposed the convex minimization scheme of 

multiphase segmentation does not guarantee a global optimal solution of the original problem 
Moreno[12] proposed fast global convex contour model can guarantee the global optimum, but this 

model only uses the image region information, in the actual segmentation edge will appear the 

problem of inaccurate positioning. 
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In this paper, we consider a globally convex version of the four phase piecewise constant energy 

functional motivated from the seminal work of Chan-Vese[1], By deriving an approximate novel 

convex functional we change the original formulation into a binary segmentation problem and 

utilize a Chambolle’s dual minimization [14]to solve the relaxed formulation [15]. Combined with 

Split Bregman method, we propose a fast global convex contour model, compared with the 
traditional gradient descent method, this algorithm can find the global optimal solution, solve the 

edge segmentation positioning is not accurate, slow and other issues. 

Multiphase Active Contours Model 

Finding the Global Minimum. Chan-Vese[1] proposed model (C-V), Suppose that the image is 

composed of two homogeneous regions (object and background) composition, so the image can be 

approximated by two value image, namely by minimizing the energy functional to achieve the 

segmentation. 
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where   is the Dirac delta function, ),( 21 ccc  are the mean intensity values inside and 

outside regions respectively. The Euler-Lagrange equation with gradient descent formulation results 

in a nonlinear partial differential equation(PDE). 
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)(H is the Heaviside function: 
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The level set method can easily solve the problem of curve evolution ,But the energy level 

sets is mainly affected by )(H  and )(H  is a binary function, not convex. Therefore, using 

level set method represents the energy functional is non convex, easy to fall into local optimum. 

In this paper, using the method of literature [16] non convex in the level set energy formula (2) is 

a convex optimization, a convex minimization problem.  
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For any ),(  ,In order to get a stable solution, reference[16- 17] with value is defined 

in a convex set  1,0 and u instead of   to show the difference with variables, a global minimizer  

can be found by carrying out the following minimization: 
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Four Phase Model. Here we restrict our description to the four phase model which is used in 

segmenting images effectively. According to (5)and(6)，allowing us to obtain the minimization: 
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In this paper, we propose a weighted modified regularization procedure to improve the energy 

minimization problem. 
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Fast solution of Split Bregman 

The idea of split Bregman method is to convert the non constrained problem into an equivalent 

constraint problem, such as the coupling term and the nonlinear term, In this paper, using Split 

Bregman method for solving [18 -19 ] fast (9). The introduction of two vectors 1d  and 2d  were 

approximately 1u  and 2u  (9) can be rewritten as: 
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where the image region fitting terms are given by: 
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To ensure 11 ud  and 22 ud   was then introduced into the Bregman vector P1 and P2, 

with Bregman iteration type (11). The iterative optimization problem is: 
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Where k  represents the first k   iteration, according to the variational principle, the optimal 

satisfies the Euler Lagrange equation followed by: 
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where  Is the divergence operator, The available Gauss- Seidel iteration scheme for (12) ,the 

optimal ju ,Iterative discretization is expressed as: 
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where , Is the intermediate variables, max and min are the maximum and minimum 

operators, the shrink operator is used to obtain the optimal solution
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Bregman iterative solution 
1

1
ku ,

1
2
ku ,

1
1
kd ,

1
2
kd .Compared with the (9) in the gradient descent 

method, all the algorithms are explicitly given expression, does not increase the complexity of the 

algorithm and when computing the ju used Gauss -Seidel iteration method, thus greatly improving 

the speed of the segmentation algorithm. 

Experimental Results and Analysis 

Simulation hardware environment: Lenovo laptop (pentium (R) Dual-Core CPU T4200 2.0GHz, 

1.0GB RAM); Software Environment: Operating system is Windows 7, programming platform 

using Matlab7.6. 
Figure 1 of a brain image (257*197),a brain slice image segmentation (119*78) control results, 

the two images are uneven gray images, From figure can see two algorithms can obtain desired 

segmentation results, however using gradient descent method converges to the CPU time for about 

20 seconds, and the application of the proposed algorithm, convergence of the CPU time not to 1 
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seconds, convergence speed greatly exceeds the gradient descent method. In fact, the proposed 

algorithm in all of the initial values can be automatically given, and using the gradient descent 

method often requires prior to artificially selection initial curve, reducing the degree of automation 

algorithm, and can be seen from the division, our model is better than higher accuracy C-V model 

segmentation. 
 

  

Original Images 

  
C-V model 

  
Our model 

Figure 1.  Comparison model 

Conclusions 

In this paper, we extend the four phases of two-phase C-V model, model and convex optimization, 

so that the energy is convex to solve the segmentation result is easily trapped into local minima and 
some fast algorithms can not expand, in our proposed global convex contour model with edge 

information, making the edge location is separated more accurate, with the traditional gradient 

descent method compared, our proposed algorithm improves the segmentation accuracy, reduces 

the segmentation time. 
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