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Abstract. According to the requirement of communication link simulation in the process of 
simulation experiment, this paper designs a framework of distributed communication simulation. 
The framework can dynamically load communication efficiency calculation model which exists in 
the form of a DLL for different simulation demands. Then this paper introduces the deployment, 
initialization and running of the distributed framework. Finally, this paper proposes a 
communication efficiency calculation model based on the link state change with less CPU resource 
and higher real time.  

Introduction 

Today, distributed simulation systems are mostly created following high level architecture (HLA) 
[1] which is kind of simulation federation system customized and developed to finish specific 
simulation tasks, and HLA can keep the independence of federation members as well as realize 
effective interaction of information. In the distributed simulation system, all federation members are 
deployed in different simulation nodes and communication links between different simulation nodes 
will be simulated in order to enhance the authenticity of information simulation in the simulation 
system and make it closer to the actual system. 

At present, studies on communication framework are mostly based on the structure of actual 
network communication link. In 2007, instant message system[2] based on B/S and C/S was proposed, 
and Ajax and other technologies were chosen as the client-side implementing mechanism to mainly 
serve the information interaction between actual systems; in 2010, system communication 
framework[3] based on Agent was proposed, and XML and SOAP technical architectures are used to 
focus on solving the transfer of different network transport protocols in the process of system 
information interaction; in 2013, network communication system[4] based on middle ware was 
proposed to reduce the design complexity of network communication and realize real-time and 
reliable network communication.  

In the field of simulation, communication efficiency model study is generally used to realize 
communication framework simulation [5]. The communication efficiency model of the whole 
communication network is rather complex and difficult, and the effective solution is to design the 
communication efficiency model of all links between simulation nodes, and simulate the 
communication efficiency of the whole network through the calculation and synchronization of link 
communication efficiency parameters[6][7]. 

Distributed communication simulation framework 

Framework architecture 
Distributed communication simulation framework adopts C/S architecture, and includes 

communication simulation framework calculation server and communication simulation framework 
client, as shown in Fig.1. Communication simulation framework calculation server includes 
deployment module of communication model, initialization module of communication model, 
calculation request processing module of communication model and synchronization module of 
communication simulation framework client, and these modules are generally deployed in the 
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simulation nodes to meet the demand of communication simulation efficiency calculation. 
Communication simulation framework client is deployed in the simulation nodes, and includes 
synchronization module of calculation server, communication simulation effect feedback module 
and mode state report module.  

Communication simulation efficiency calculation model shall be deployed in the communication 
simulation framework in advance for the automatic loading and configuration of the communication 
framework during the running process. Different communication efficiency calculation models can 
be deployed in the communication simulation framework, and each one is a DLL file which is the 
executive program for the model to process logics. Each communication efficiency calculation 
model must provide the model description file in XML format. The description file includes 
initialization parameter list of the model, stored information of the initialization parameter, model ID, 
corresponding simulation node ID of the model, and model interface parameter, etc. 

Framework work flow 
1) Deployment process 
After finishing the development of communication simulation efficiency calculation model, it is 

deployed in the communication framework via the deployment module of the communication model 
to be used in the simulation experiment. The deployment module of the communication model has 
deployment, anti-deployment and re-deployment functions; module deployment means that the 
developed communication efficiency calculation model is loaded in the communication simulation 
framework, so as to be called; model anti-deployment means that the deployed simulation 
communication efficiency calculation model is removed from the communication simulation 
framework; module re-deployment means that the deployed older version of simulation 
communication efficiency calculation model is updated. As shown in diagram 2, the deployment 
module of the communication model is a series of operation processes for the model file, and 
includes local file monitoring function, framework model deployment file, model deployment, anti-
deployment and re-deployment functions. Local file monitoring is used for downloading remote 
module files and managing local module files, and the deployment module of the communication 
model will automatically deploy, anti-deploy and re-deploy model files according to framework 
model configuration files.  

   

Fig 1 Composition diagram of communication simulation framework                     Fig 2 Deployment Process Diagram 

In the process of the simulation experiment, different communication efficiency parameter 
calculation models will be used according to different network simulation requirements Therefore, in 
the initialization, the communication simulation framework calculation server can automatically 
deploy the communication simulation efficiency calculation model used in the simulation 
experiment according to the requirement of the simulation experiment system. 

After the successful start of the communication simulation framework server, read and parse the 
configuration file of the communication simulation module; store the communication simulation 
efficiency calculation model list requiring deployment at present and the deployment parameter 
information of each communication model; deploy the communication simulation efficiency 
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calculation model according to the deployment parameters, and see the specific deployment process 
shown in Fig. 3. 

                                

 Fig 3 Model loading process diagram       Fig 4 Model initialization process of computation server 
2) Initialization process 
After the successful start of the communication simulation framework server, read and parse the 

configuration file of the communication simulation module; store the communication simulation 
efficiency calculation model list requiring deployment at present and the deployment parameter 
information of each communication model; deploy the communication simulation efficiency 
calculation model according to the deployment parameters, and see the specific deployment process 
shown in Fig. 4. 

3) Running process 
After the initialization of the communication efficiency calculation model, the calculation server 

of the communication simulation framework will traverse the communication links neighboring the 
simulation nodes in turn, match the initialized communication efficiency calculation model 
according to the simulation nodes on both ends of the link, and send the calculation request to 
calculate the communication efficiency parameters of each communication link to be simulated; after 
calculation, the calculation server of the communication simulation framework will synchronize the 
calculation results to the communication simulation framework client on the simulation nodes on 
both ends of the link. After receiving the communication efficiency parameters, the client will 
superimpose the communication efficiency parameters on the message in each link through such 
node, and when the communication efficiency parameters of the communication link change, the 
calculation server will calculate and synchronize them according to the new link performance 
parameters, as shown in diagram 5. 

During the simulation experiment, the performance parameters of the communication link will 
change, and the communication efficiency parameters of one link will follow when the performance 
parameters of some communication link change. Therefore, it is required to calculate the 
communication efficiency parameters again according to the new performance parameters of the link. 
To change the performance parameters of the communication link, you can manually enter and 
modify the parameters at the human-computer interaction interface provided by the said state update 
sub-module in the calculation server, or you can report the communication link status after 
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simulation node change to the calculation server through the said node state reporting module in the 
communication framework client, as shown in Fig. 6. 

                                        
Fig 5 Communication efficiency calculation synchronization process      Fig 6 Calculation parameters updating process 

a) The calculation server receives the message on link status change, and stores this message in 
the status change message queue; 

b) The said client synchronization module of the communication simulation framework records 
the simulation node number on both ends of the communication link; 

c) The said client synchronization module of the communication simulation framework 
traverses the stored communication efficiency calculation model, and match the node numbers on 
both ends of the communication link recorded in step 2 with the simulation node link of such 
communication efficiency calculation model;  

d) If the communication link end node the model corresponds to is same to the changes 
simulation node, calculate the communication performance parameters after link change according 
to the changed link performance parameters; otherwise, continue traversal and returns to step 3;  

e) The said client synchronization module of the communication simulation framework 
synchronizes the changed communication efficiency parameters to the communication framework 
client on the simulation node on both sides of the link 

f) End the synchronization process. 
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Experiment results and analysis 

According to the above-mentioned distributed communication simulation framework, this paper 
realizes a distributed simulation system which is based on HLA platform and includes 12 federation 
members, and the experiment environment is Intel Core 2 3.0GHz CPU, 2GB RAM. 

The distributed communication simulation framework realized in this paper includes 1 scenario 
generation node, 8 intelligence detection nodes, 2 intelligence treatment nodes and 1 battlefield 
situation node. In the process of simulation, the battle occurrence node sends battlefield information 
to the intelligence detection nodes which report the detected intelligence information to intelligence 
treatment nodes which send the treated intelligence information to battlefield situation node for 
situation display. The communication efficiency calculation model deployment of the links between 
simulation nodes is shown in Fig.7. 

 

Fig 7 Communication efficiency calculation model deployment of the distributed simulation system 
The simulation experiment proves that the distributed communication simulation framework can 

automatically deploy and initialize the communication efficiency calculation model. During the 
simulation process, the performance parameters of all communication links can be intervened 
manually. The communication simulation framework can calculate and update the performance 
parameters of the communication link in time according to the status change of communication links, 
and the intelligence changing with the network performance change can be observed on the 
battlefield situation. In terms of calculation resources, CPU occupancy rates of communication 
simulation framework calculation server and all clients of the communication simulation framework 
are below 10%. 

Conclusion 

This paper designs a distributed communication simulation g framework based on modules, and 
can automatically select the communication efficiency calculation model according to experiment 
requirement and link status, and support communication link simulation of various types. At the 
same time, in the communication efficiency calculation framework, synchronization at one time just 
need to consider the communication efficiency simulation matching such simulation node, and 
avoids concurrent calculation of many communication efficiency simulation models, which can 
reduce computing resources cost, improve the real time of communication link efficiency calculation, 
and meets the requirement of performance simulation in the simulation system communication. 
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