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Abstract. Many researchers have begun to study signed networks which are widely existed in real 
world. In the signed network, the links are labeled the positive or negative sign to represent the 
active or passive relation between individuals, such as trusted or distrusted relation in social 
networks. Communities mining is still a great challenge to the domain of signed networks because 
of negative links. Unlike communities of unsigned networks, positive links mainly occur in the 
communities and negative links tend to occur between the communities in the signed networks. 
Nowadays, many methods which are based on global search for signed network community have 
been raised, and most of these methods require the global information at each iteration. Besides, 
determining the number of communities is an important problem for current algorithm for the lack 
of priori knowledge. To address above problems, a novel community detection method based on 
local information, is proposed for signed networks in this paper. The proposed method mainly 
includes two steps. In the first step, the number of communities is determined in terms of the 
centrality of nodes. In the second step, the local objective function is optimized by the local 
information of nodes, so the global objective function can also be optimized indirectly. Finally, the 
communities in signed networks are efficiently found. To validate the proposed method, the 
comparisons are made with other methods in the synthetic and real signed networks. The 
experimental results indicate that communities in signed networks can be efficiently found by the 
proposed method. 

Introduction 
Signed networks whose links can be labeled the positive or negative sign are widely existed in 

real world. For example, there are friendly or unfriendly relationships in social networks; one can 
believe or disbelieve others in trust networks; there are cooperative or hostile relationships in the 
world trade networks. Community structure is the most important topological structure in complex 
networks [1]. In the unsigned networks, nodes are linked densely with others in the same 
communities and linked sparsely with other nodes between different communities [2]. In the signed 
networks, more positive links and less negative links are in the same communities, at the same time, 
more negative links and less positive links are between different communities [3]. The study of 
community structure is significant for analyzing the topological structure, function and the changes 
of the networks.  

Nowadays, researchers in various fields are interested in community detection of signed 
networks, according to balanced theory for this problem they have proposed many optimization 
algorithms. Doreian and Mrvar have proposed an algorithm (called DM for short) based on 
optimizing frustration function [4], in other words, they have found community structure to make 
least positive links between communities and negative links in the same communities. Bansal et al 
have maximized the agreement function [5] (called AG for short) which is the number of positive 
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links in the same communities and negative links between the different communities or minimized 
the disagreement function which was coincident with frustration function. Larusso et al have 
proposed energy function [6] which is similar to agreement function but this algorithm can be used 
in weighted networks because the weights of the links are considered. However, there are two 
disadvantages for the current algorithms. Firstly, they expect to know the number of communities in 
advance, but it is difficult for lack of priori knowledge of networks. Secondly, these methods 
require global information at each iteration. That means more computing time will be consumed. 

To address the above problems, a novel community detection method based on local search 
(called SLS for short) is proposed for signed networks. In the proposed method, the number of 
communities can be determined by the information of the network, and community structure of the 
signed networks can be found by optimizing the local objective function with the local connection 
information of the nodes. To validate the proposed method, the comparisons are made with other 
methods in the synthetic and real signed networks. The experimental results indicate that 
communities in the synthetic and real networks can be efficiently found by the proposed method. 

The SLS Algorithm 

Define 𝐺𝐺 = (𝑉𝑉,𝐸𝐸) is a signed network, where 𝑉𝑉 and 𝐸𝐸 denote the sets of nodes and edges 
respectively. The goal of the SLS algorithm is to find a community partition C = (𝑐𝑐1, 𝑐𝑐2,⋯ , 𝑐𝑐𝐾𝐾), 
where 𝑐𝑐𝑘𝑘  denotes a set of nodes which in community  𝑘𝑘 , and the elements in 𝐶𝐶  satisfy 
⋃ 𝑐𝑐𝑘𝑘1≤𝑘𝑘≤𝐾𝐾 = 𝐺𝐺 and ⋂ 𝑐𝑐𝑘𝑘1≤𝑘𝑘≤𝐾𝐾 = ∅. 

The SLS finds the communities by the two steps as follows: In the first step, the number of 
communities is determined by the scale-free property of the network and the modified similarity of 
two nodes. In the second step, the communities is detected by optimizing the local objective 
function with the local information of nodes. The details of two steps are described as follows: 

Step 1: Compute the Number of Communities 
In this part, a method for computing the number of communities is given. According to the 

scale-free property of network, only a few nodes can be seen as “key nodes” with high degree and 
other nodes are with low degree. Also, “key nodes” are called “central nodes” in their communities 
because they may be more influential to their neighbor nodes. In Fig.1, red nodes are “central nodes” 
in their communities. 

 
Fig.1 Center nodes in communities 

The number of communities can be confirmed by the influential nodes in each community. But 
there are probably more than one “central node” in a community just like Fig.1. But only one 
“central node” will be selected in each community. Here, the similarity which is modified from 
Jaccard coefficient is used to decide whether two “central nodes” are in the same community. If 
they were, one of them will be randomly selected to represent the community. Finally, the number 
of selected nodes is also the number of the communities. The similarity is defined as follow： 

𝐽𝐽(𝑖𝑖, 𝑗𝑗) = |𝑃𝑃Γ(𝑖𝑖)⋂𝑃𝑃Γ(𝑗𝑗)|+|𝑁𝑁Γ(𝑖𝑖)+𝑁𝑁Γ(𝑗𝑗)|
|Γ(𝑖𝑖)⋃Γ(𝑗𝑗)|

                                (1) 

where 𝑃𝑃Γ(𝑖𝑖)( 𝑃𝑃Γ(𝑗𝑗)) is the set of nodes which are positively connected with node 𝑖𝑖(𝑗𝑗), and 
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𝑁𝑁Γ(𝑖𝑖)(𝑁𝑁Γ(𝑗𝑗)) is the set of nodes which are negatively connected with node 𝑖𝑖(𝑗𝑗). Γ(𝑖𝑖)( Γ(𝑗𝑗) ) is the 
set of nodes which are connected with node 𝑖𝑖(𝑗𝑗). 

Step 2: Detect Community 
Then, the method for detecting community is proposed. On the basis of the balance theory for 

signed networks, Doreian et al have proposed frustration function [4], which is defined as follows: 

𝐹𝐹(𝐶𝐶) = ∑ �∑ 𝐴𝐴𝑖𝑖𝑗𝑗−𝑖𝑖,𝑗𝑗∈𝑐𝑐𝑟𝑟 + ∑ 𝐴𝐴𝑖𝑖𝑗𝑗+𝑖𝑖∈𝑐𝑐𝑟𝑟,𝑗𝑗∉𝑐𝑐𝑟𝑟 �𝐾𝐾
𝑟𝑟=1                      (2) 

where 𝐾𝐾 denotes the number of communities, 𝑖𝑖(or 𝑗𝑗) is the index of a node, 𝐴𝐴 indicates the 
adjacent matrix of the network, 𝑐𝑐𝑟𝑟 is the community 𝑟𝑟. If 𝐴𝐴𝑖𝑖𝑗𝑗 > 0, 𝐴𝐴𝑖𝑖𝑗𝑗+ = 𝐴𝐴𝑖𝑖𝑗𝑗; and if 𝐴𝐴𝑖𝑖𝑗𝑗 < 0, 
𝐴𝐴𝑖𝑖𝑗𝑗− = −𝐴𝐴𝑖𝑖𝑗𝑗, that is, 𝐴𝐴𝑖𝑖𝑗𝑗 = 𝐴𝐴𝑖𝑖𝑗𝑗+ − 𝐴𝐴𝑖𝑖𝑗𝑗𝑖𝑖 . Eq.1 denotes the sum of the number of negative links in the 
same communities and positive links between the different communities and it exposes the 
unbalanced level of a signed network. In this paper, it is selected as global objective function. The 
community detection problem can be transformed to objective function optimizing problem: 

𝐶𝐶∗ = arg min𝐶𝐶 ∑ �∑ 𝐴𝐴𝑖𝑖𝑗𝑗−𝑖𝑖,𝑗𝑗∈𝑐𝑐𝑟𝑟 + ∑ 𝐴𝐴𝑖𝑖𝑗𝑗+𝑖𝑖∈𝑐𝑐𝑟𝑟,𝑗𝑗∉𝑐𝑐𝑟𝑟 �𝐾𝐾
𝑟𝑟=1                   (3) 

However, it needs global information of all nodes when minimizing the global objective function 
directly at each iteration. So, the local objective function for node 𝑖𝑖 on signed network is proposed: 

𝑓𝑓(𝑖𝑖) = ∑ 𝑔𝑔(𝑖𝑖, 𝑗𝑗)1≤𝑗𝑗≤𝑛𝑛                                      (4) 

where, 𝑔𝑔(𝑖𝑖, 𝑗𝑗) = �
𝐴𝐴𝑖𝑖𝑗𝑗− ,      𝑖𝑖𝑓𝑓 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑖𝑖 𝑎𝑎𝑛𝑛𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑗𝑗 𝑖𝑖𝑛𝑛 𝑖𝑖𝑛𝑛 𝑡𝑡ℎ𝑛𝑛 𝑛𝑛𝑎𝑎𝑠𝑠𝑛𝑛 𝑐𝑐𝑛𝑛𝑠𝑠𝑠𝑠𝑐𝑐𝑛𝑛𝑖𝑖𝑡𝑡𝑐𝑐
𝐴𝐴𝑖𝑖𝑗𝑗+ ,                                       𝑛𝑛𝑡𝑡ℎ𝑛𝑛𝑟𝑟𝑛𝑛                                                 . 

 In accordance with Eq.2 and Eq.4, Eq.5 can be gained: 

𝐹𝐹(𝐶𝐶) = ∑ �∑ 𝐴𝐴𝑖𝑖𝑗𝑗−𝑖𝑖,𝑗𝑗∈𝑐𝑐𝑟𝑟 + ∑ 𝐴𝐴𝑖𝑖𝑗𝑗+𝑖𝑖∈𝑐𝑐𝑟𝑟,𝑗𝑗∉𝑐𝑐𝑟𝑟 �𝐾𝐾
𝑟𝑟=1 = ∑ 𝑓𝑓(𝑖𝑖)1≤𝑖𝑖≤𝑛𝑛                   (5) 

The process of detecting community is as follows: First, initializing the whole network. Each 
node randomly gets a community label which ranges from 1 to K, where K is computed in step 1. 
Randomly selecting a set of nodes and computing the values of these nodes’ local function with the 
community labels. Then, changing these nodes’ label to decrease the values of their local faction 
and updating the values of their neighbor nodes’ local function. Next, randomly selecting a neighbor 
of each node in that set and repeating the procedure above until the number of iterations is up to the 
limit or the value of the global function does not decrease any more. In the whole procedure, the 
value of each node’s local function decreases continuously by changing its label. Finally, the value 
of global function is up to minimum and the community structure is gotten. 

Description of the SLS 
The SLS algorithm includes two steps for community detection on signed networks. In the first 

step, computing the number of communities based on “center nodes”. In the second step, optimizing 
local objective function by the local information of each node. TABLE 1 shows the procedure of the 
two steps.  

Complexity Analysis 

Suppose the number of nodes and communities are 𝑛𝑛 and 𝐾𝐾 respectively, the average degree of 
the network is 𝑛𝑛 and the number of the candidate nodes is ℎ. The first step is shown in Table 1.1, 
computing the degrees of all nodes takes 𝑂𝑂(𝑛𝑛𝑛𝑛) in line 03-05. Then, the time complex of sorting 
the nodes based on the degrees is  𝑂𝑂(𝑛𝑛log𝑛𝑛) . Selecting center nodes from candidate nodes 
takes 𝑂𝑂(ℎ2) in line11-22. So, the total time complex in step 1 is 𝑂𝑂(𝑛𝑛log𝑛𝑛). The second step is 
shown in Table 1.2, initializing the nodes with labels takes 𝑂𝑂(𝑛𝑛) in line 04-06. Updating labels of 
nodes takes 𝑂𝑂(𝑘𝑘𝑛𝑛) in line 09, and re-computing the local function values of neighbor nodes takes 
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𝑂𝑂(𝑘𝑘𝑛𝑛2) in line11-13. And selecting a neighbor node takes 𝑂𝑂(𝑛𝑛) in line 14. The total time complex 
in step two is 𝑂𝑂(𝑐𝑐 ∙ 𝑘𝑘𝑛𝑛2), where 𝑐𝑐 denotes the iterations in step 2. On the average condition, the 
total time complex in two steps is 𝑂𝑂(𝑐𝑐 ∙ 𝑘𝑘𝑛𝑛2). On the worst condition, the each node’s degree 
is 𝑛𝑛 − 1, so the time complex is 𝑂𝑂(𝑐𝑐 ∙ 𝑘𝑘𝑛𝑛2). 

 

Table 1 SLS Algorithm 

Results and Discussions 
  In this section, the performance of SLS will be validated. Because SLS algorithm are based on 
objective function optimization according to balanced theory, DM [4] and AG [5] which are both 
based on the same theory as SLS are selected. The difference between SLS and other algorithms is 
that SLS needs local information but the other two algorithms need global information in each 
iteration. 

The methods are tested in synthetic and real-word networks. The synthetic networks are 
generated by SLFR = (𝑛𝑛,𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎,𝑘𝑘𝑚𝑚𝑎𝑎𝑚𝑚, 𝛾𝛾,𝛽𝛽, 𝑛𝑛𝑚𝑚𝑖𝑖𝑛𝑛, 𝑛𝑛𝑚𝑚𝑎𝑎𝑚𝑚, 𝜇𝜇, 𝑝𝑝−,𝑝𝑝+) [7]. Here, we set the number of 
nodes 𝑛𝑛 to 100, the average degree 𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎 and the maximal degree 𝑘𝑘𝑚𝑚𝑎𝑎𝑚𝑚 to 10 and 20 respectively, 
the node degree distribution exponent 𝛾𝛾 and the community size distribution exponent 𝛽𝛽 to 2 and 
1 respectively, the minimal community size 𝑛𝑛𝑚𝑚𝑖𝑖𝑛𝑛 and the maximal community size 𝑛𝑛𝑚𝑚𝑎𝑎𝑚𝑚 to 15 and 
30 respectively, the mixture parameter 𝜇𝜇 to [0.1, 0.3, 0.5], the proportion of negative links in the 
communities 𝑝𝑝 − and the positive links between the communities 𝑝𝑝 + to range from 0 to 1 by 
steps 0.2. The real-world datasets are two widely-used networks which have been regarded as 
benchmarks. Gahuku Gama subtribes network [8] describes the political relationships of 16 
Gahuku-Gama subtribes. Slovene parliamentary party network which describes the political 
relationship of 10 parties [9]. 

Here, Normalized Mutual Information (called NMI for short) [10] is adopted to estimate the 
performances of algorithms because the ground truth of above datasets is known. The definition of 
NMI is as Eq.6,  

𝑁𝑁𝑁𝑁𝑁𝑁(𝐴𝐴,𝐵𝐵) =
−2∑ ∑ 𝑚𝑚𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑎𝑎�

𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛
𝑚𝑚𝑖𝑖∙𝑚𝑚∙𝑖𝑖

�𝑐𝑐𝐵𝐵
𝑖𝑖=1

𝑐𝑐𝐴𝐴
𝑖𝑖=1

∑ 𝑚𝑚𝑖𝑖∙ 𝑙𝑙𝑙𝑙𝑎𝑎�
𝑚𝑚𝑖𝑖∙
𝑛𝑛 �𝑐𝑐𝐴𝐴

𝑖𝑖=1 +∑ 𝑚𝑚∙𝑖𝑖 𝑙𝑙𝑙𝑙𝑎𝑎�
𝑚𝑚∙𝑖𝑖
𝑛𝑛 �𝑐𝑐𝐵𝐵

𝑖𝑖=1

                       (6) 

where 𝐴𝐴 and 𝐵𝐵 are the real and detected community partition respectively and 𝑛𝑛 denotes the 
number of nodes in the network. 𝑁𝑁 is a confusion matrix of 𝐴𝐴 and 𝐵𝐵, 𝑠𝑠𝑖𝑖𝑗𝑗 denotes the count of 
nodes both in real community 𝑖𝑖 and detected community 𝑗𝑗. 

542



 

The value of Eq.6 is higher, the result of the algorithm is better. All the nodes are in correct 
communities when NMI is 1, and all the nodes are in one community when the NMI is 0. 

First, we test the algorithms in synthetic networks. In Fig.2 to Fig.4, we can see the results of the 
algorithms. X-axis and Y-axis denote the noise between and in communities respectively and Z-axis 
denotes the value of NMI. As we can see from Fig.2 to Fig.4, NMI is lower when mixture parameter 
is higher. In each Figure, the NMI decreases when the noise increases and these algorithms are more 
sensitive to negative noise than positive noise. SLS performs better than DM and AG on all the 
generated datasets. 

 
(a) SLS                       (b) DM                       (c) AG 

Fig.2 The performances of algorithms when 𝑐𝑐=0.1 

 
(a) SLS                       (b) DM                       (c) AG 

Fig.3 The performances of algorithms when 𝑐𝑐=0.3 

 
(a) SLS                       (b) DM                       (c) AG 

Fig.4 The performances of algorithms when 𝑐𝑐=0.5 
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(a) Gahuku Gama subtribes network      (b) Slovene parliamentary party network         

Fig.5 The result of SSL on real world networks 
Then we test the proposed algorithm on real world networks. In Fig.5, the shapes denote the real 

communities, and the color of the nodes denotes the detected communities. As we can see, SLS can 
efficiently find communities correctly in Gahuku Gama subtribes network and Slovene 
parliamentary party network. 

Conclusion 
This paper has proposed a community detection algorithm which is based on local search 

according to balanced theory for signed network. By the scale-free property of the network and the 
modified similarity of two nodes, the number of communities is determined before detecting. Then, 
the local objective function is optimized with the local information of each node. With the two steps 
mentioned above, the communities of signed networks is detected. Compared with other methods, 
communities in the synthetic and real signed networks can be efficiently found by the proposed 
method. In the future work, we will improve the algorithm to be efficient for large scale signed 
networks. 
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