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Abstract: With the rapid development of network technology, network attack tools are becoming 
more and more specialized, hence network intrusion detection becoming greatly difficult, and 
computational intelligence with its unique advantages in intrusion detection plays more and more 
important role. On the basis of the detailed analysis of the characteristics of misuse and anomaly 
detection technology, this paper proposed a network intrusion detection system model based on 
snort and computational intelligence, which mainly improved the abnormal detection module based 
on BP neural network, and the KDDCUP99 data set is used to train the BP neural network to carry 
out the test. The experimental result shows superior performance in terms of both real-time and 
detection rate via identifying malicious behavior in high speed network traffic. 
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1 Introduction 

In recent years, many advanced network attack methods usually tend to conceal and 
complicated, traditional intrusion protection technology such as firewall and access control that can 
no longer be all-round protection network security. When faced with a new type of attack, these 
technology is useless, even without protection. Intrusion detection system (IDS), which is an 
integral part of network security, playing a vital role in the network attack detection. However, 
intrusion detection is also facing some problems, such as high speed of network traffic, data 
distribution is not balanced, difficult to determine the decision boundary between normal and 
abnormal behavior, difficult to adapt to changing conditions and so on [1]. At present, artificial 
intelligence and machine learning bring a new field of intrusion detection. But they have shown 
limitations in achieving high detection accuracy and fast processing times, when confronted with 
new requirements. Computational intelligence is a good compensate for the limitations of these two 
approaches. In this paper, we proposed a network intrusion detection method based on hybrid 
SANN to detect network attacks.  

The rest of this paper is organized as follows. We briefly start with reviewing on the related 
work of intrusion detection in section 2. In section 3, we illustrate the proposed framework of model,   
explain principles and working procedures. Then, the experimental results and analysis by means of 
processing the intrusion detection dataset are shown in section 4. Finally, a conclusion is drawn in 
section 5. 

2 Related Work 

Computational intelligence technology is widely used in the research of network intrusion 
detection. In the process of research, it was found that a single artificial neural network technology 
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has been unable to meet the needs of the current intrusion detection system. The Back Propagation 
(BP) network structure is improved by the improved ant colony algorithm in the literature [2]. 
Although these improvements have well conquered the long convergence speed and premature 
problem, but the computation of the improved algorithm is relatively large, it is not easy to deal 
with large scale network problems. Chen et al. [3] proposed a detection model based on neural 
network and decision tree, which is combined with the evolutionary algorithm and the particle 
swarm optimization (PSO) algorithm. Experimental results show that the proposed method has 
higher accuracy. Modi C N et al. [4] proposed a network intrusion detection system framework 
based on Bias classifier and Snort in cloud computing environment, this model can achieve the 
complementary effect by using anomaly detection and misuse detection techniques. Experiments 
show that the proposed method has higher detection rate and lower false alarm rate, but it is likely 
to increase the computational cost. Song et al. [5] proposed a hybrid detection method based on BP 
neural network with dynamic change of learning rate and simulated annealing algorithm. 
Experimental results show that this method is effective in reducing the training steps.  

As mentioned above, the hybrid artificial neural network has become a trend in the research of 
intrusion detection. In this paper, according to the practical application, combined with 
computational intelligence methods, to build an intrusion detection system architecture which is 
suitable for the actual network. 

3 The Architecture Design 

In this section, we propose a hybrid network intrusion detection framework based on 
snort-online and BPNN, called SANN, system model frame shown in Figure 1. 
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Figure 1 Hybrid network intrusion detection framework  
Intrusion detection system model is designed in this paper, combined with the advantages of 

misuse detection and anomaly detection technology, instead of the single detection technology. As 
shown in figure 2, it includes misuse detection module based on snort, anomaly detection module 
based on the improved BP neural network, alarm log module and storage module. Storage module 
mainly storage network events, mainly includes two parts: rule library and characteristics of the 
normal flow. Rule library (known attack) is used by the Snort to detect known malicious attacks, 
and traffic characteristics (normal network traffic) used for BP neural network detector. Detailed 
testing process as depicted in figure 2.  
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Figure2 The flow of system operation 
When detecting, matching the characteristic of network traffic with the rule library, once 

matched, we considered it is an intrusion behavior, in this way, the known malicious attacks can be 
detected rapidly and accurately. Once found malicious behaviours, will immediately alert, when 
don't match, the data packets will send to the anomaly detection module, if discovery it is unusual, 
and alarm, at the same time to save the network events into the feature library; if not, then add data 
to the training set in the database, to ensure the real-time update of the database. It is able to 
accurately detect known attacks, but also can discover the new, unknown attacks, and achieve the 
goal of all-round protect the network security. 

3.1 Anomaly detection module based on improved BP neural network 

In this paper, we use the feedforward neural network of BP algorithm to construct the anomaly 
detection module, and carries on the corresponding improvements. The BP neural network structure 
can be divided into input layer, hidden layer and output layer. Each layer in the network is 
composed of multiple neurons which can perform parallel computing. In three layer network model, 
for example, as shown in figure 3, x represents the input vector and y represent the output vector, 
ωand v  represent respectively the connection weight matrix of each node between two layers. 
Hidden layer can be a layer or multi-layer. After the signal is input through the hidden layer to 
output layer, the resulting output information after the processing of each layer [6].  

Input layer Hidden layer Output layerOutput layer
 

 Figure 3. Three layer structure of neural network 
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The output value will be compared with the target, in this study, error function is expressed as 
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follows [7]:    
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Where p is the number of training samples, k is the number of neurons in input layer, 𝑡𝑡𝑝𝑝𝑝𝑝 and 
𝑜𝑜𝑝𝑝𝑝𝑝 are the target value and the output value, respectively. Network error E is a function about the 
weight and threshold of each layer. In consequence, it can modify the error by adjusting the weights 
and threshold. The weights and threshold values change as follows: 

( ) ( )1ml ml mlw n w n w+ = + ∆       ( )1 ( )l l ln nϑ ϑ ϑ+ = + ∆                         (5) 
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In order to increase the convergence speed, speed training, at the same time to prevent the BP 
neural network into a local minimum, using the adaptive learning rate [8], increase the momentum 
factor, α is momentum factor. 

( ) ( ) ( ) ( ) ( ) ( )1 ( ) / 0,1ml ml mlw n w n n E n w n w nη α α+ = + ∂ ∂ + ∆ ∈                     (6) 

In addition, we noticed when the input absolute value of network is larger, will fall into the 
activation function of virtual saturation area, the function derivative values close to 0, the network 
weights update is also close to 0, the weights of the fixed speed almost ground to a halt, and 
tremendously time-consuming. To improve this kind of problem, put forward the improvement 
activation function, avoid the generation of local convergence phenomenon. Therefore on the 
excitation function introducing new coefficient, λ, β, function is described as follows:  

 ( )
1( , , )

1 xf x a
ae λ βλ β

− −
= −

+
                                               (7) 

Where the factor a decides the range of the excitation function, it is an adjustable parameters 
for our neural model. λ is the steepness factor, the λ more greater, the images of f(x, λ, β) more steep. 
β is used to adjust the horizontal position of f(x, λ, β). During the network error reverse, λ and β will 
be revised according to the error signal, it can not only improve the neuron adaptive ability, but also 
will significantly accelerate the convergence of the algorithm. The modified activation function will 
be used in this paper. 

5 Experiment Design and Result Analysis 

As we all know, Snort has the capability of detecting the known attacks, its detection accuracy 
depends on the completeness of the rules. Therefore, Our experiment mainly verify the anomaly 
detection module. We have used KDDCUP99 intrusion detection dataset [9] as training data and 
testing data for BPNN classifier. We randomly select 8067 records as training data, 8000 data as the 
testing data, Table 1 shows detailed information about the number of the data that used during the 
experiment. 

Table 1 data distribution of training set and testing set 
Connection type Training dataset Training dataset 

Normal 1591 2000 
DOS 6209 5000 
Probe 67 500 
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U2R 22 100 
R2L 178 400 

A  Feature Selection 
  The KDDCUP99 dataset includes a set of 41 features derived from each connection and a 

label which specifies the status of connection records as either normal or specific attack type. In 
order to improve the performance of the BP neural network, WEKA [11] is used to analy the 41 
features, and found that the 7, 8, 9, 10, 11, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22 have little influence 
on the result of the detection .So we will delete the above 15 characteristics, select other 26 key 
features as input, in order to achieve the purpose of the feature dimension reduction. Reducing the 
feature dimension can effectively reduce the time required for training and testing, improve the 
detection efficiency. 
B  Evaluation Standard 

The performance evaluation of Intrusion detection system is mainly based on the detection rate, 
accuracy, the rate of false positives, the precision and Recall, F - Score and training time. In this 
paper, accuracy, detection rate and false alarm rate are used to evaluate the performance of anomaly 
detection module, the specific formula as follows: 

ate
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Detection R

TN TP
TN TP FN FP

TP
TP FN

FPFalse alarm rate
TN FP

=

=

+
+ + +

+

=
+

                                                 (9) 

Where, TP, TN, FP and FN is true positives, true negatives, false positives and false negatives.  
C  Results and Discussion 

In this experiment, the input layer node number is 26, it is because we have chosen 26 features. 

The number of hidden layer nodes, we use the formula 
1
2( )n a b α= + + , 1<α <10 to determine, 

where a is the number of input nodes, b is the number of output nodes. Activation function using 
our improved function, formula (7). In the training phase of mean square error(MSE) is set to 0.001. 
Learning rate is 0.01, the momentum factor is 0.9. We compare the result of the experiment with 
other famous classification method such as decision tree, bayes classification method. We use the 
data mining tool WEKA to carry out the experiment, the results are shown in Table 2. 

Table 2 The experimental results with different model 
 Decision tree  Bayes BP Improved BP 
accuracy (%) 98.44 91.82 97.91 99.10 
detection rate (%) 98.64 99.23 97.59 99.07 
false alarm rate (%) 2.39 38.53 1.82 0.82 

 
Figure 4. Comparison of experimental results 
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As shown by the Table2 and Fig4, the improved BP neural network improves the detecting 
accuracy, and reached 99.1%, and the detection rate is higher than the decision tree and BP neural 
network, respectively 0.43% and 1.48%, but 0.16% lower when compared with bayesian classifier, 
this is because the bayesian uses prior probability to classify, so is somewhat higher in the detection 
rate, and the false alarm rate of bayesian classifier reached 38.53%, far greater than 0.82% of this 
article. Relatively, the method of this paper is to obtain high detection accuracy and detection rate , 
but the rate of false positives only is 0.82%, able to meet the needs of intrusion detection.  

6 Conclusion 

On the basis of analyzing the misuse detection and anomaly detection, this paper proposed a 
hybrid intrusion detection model, which uses the Snort lightweight intrusion detection system to 
construct the misuse detection module, and the improved BP neural network is used to construct the 
anomaly detection module. The intrusion detection model can quickly detect known network 
intrusion behavior, at the same time, to be able to accurately find the unknown, a new type of 
network attacks behavior. The experimental results show that the model has higher detection 
performance. 
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