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Abstract: Feature selection is an important part during the process of qualitative and quantitative 
analysis of infrared spectrum. In order to solve the disadvantage of traditional methods, such as 
multi-parameters, slow convergence, poor accuracy, prone to premature, etc. a novel feature 
selection firefly algorithm was proposed, which combined the basic firely algorithm and Lévy flights 
search strategy. The algorithm was experimented and the experimental results show that the novel 
algorithm is better suited to handle feature selection of infrared spectrum. The feasibility and 
effectiveness of the method are demonstrated. 

1. Introduction 
Infrared spectral analysis is a new analytical technique, Its characteristics is analysis speed, high 

efficiency, low cost and easy to implement on-line analysis, it has widely application in the 
petroleum, chemical industry, agriculture, medicine, tobacco, food, environmental monitoring, 
aerospace and other industries [1-3]. Because of the wavelength, the wavelength between serious 
collinearity and other characteristics, in the use of full spectrum calibration models were established 
for the former, usually need to operate wavelength selection with spectral information, that is, 
through the proper selection of spectral, or transform, excluding no variable information and noise, 
so as to reduce the prediction error and correction model to enhance the reliability.  

At present, the wavelength selection methods are mainly based on the physical meaning of the 
spectral selection (KBS)[4], continuous projection algorithm (SPA)[5], no information variable 
elimination (UVE)[6], simulated annealing (SA) algorithm, genetic algorithm (GA)[7], artificial 
neural network (ANN), interval partial least squares (iPLS)[8].  

2. The basic principle of the firefly algorithm 
2.1The bionics principle of algorithm  

The firefly algorithm is the development of simulating biological characteristics of l the adults 
firefly, but the algorithm abandons some biological significance of luminous firefly, the firefly  
searches partners according to the search area only using the emission properties, and the firefly  
moves to position better firefly in the neighborhood structure, so as to realize the position evolution. 
In this algorithm, the firefly attracts one another reason depends on two factors, namely, its 
brightness and attraction. Among them, the firefly fluorescence brightness depends on the location 
of the target value, the brightness higher the location of the target value the better. The more light of 
fireflies has more attractive, it can attract brightness than its weak firefly in sight range to the 
direction of movement. If the fireflies have the same brightness, then they randomly move. The 
brightness and attraction are inversely proportional to the distance of the fireflies, they have 
increased as the distance decreases, which is equivalent to the simulation of the fluorescence 
characteristics of propagation in the space by the media absorption and fading. The firefly algorithm 
is adopted to simulate the firefly group behavior to construct a class of stochastic optimization 
algorithm. The bionic principle is: The points in the search space simulate the nature of firefly 
individuals, the search and optimization process simulation to attract and movement of the firefly 
individuals, the objective function of solving the problem is measured into the pros and cons of the 
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location of the individual, the fittest of individual process for search and optimization process of a 
good analogy of feasible solutions to replace less feasible solutions.  
2.2 Mathematical description and analysis of the algorithm 

As mentioned above, the firefly algorithm includes two factors: the brightness and the degree of 
attraction. The brightness of the firefly reflects the pros and cons of location and determines its 
direction of movement, attraction degree determines the distance of the firefly mobile, constantly 
update the brightness and the attraction degree, so as to realize the goal of optimization. From a 
mathematical perspective describes the Firefly algorithm optimization mechanism, the description 
as follows[9,10]. 

(1) The relative fluorescence intensity of fireflies as: 
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Among them: 0h for the maximum fluorescence intensity of fireflies, that is itself (r=0) 
fluorescence brightness, associated with the value of the objective function, the objective function 
value is better, its brightness is higher; z as the light absorption coefficient, because the fluorescence 
decreases with the increasing of distance and media absorption [11], so set the light absorption 

coefficient to reflect this characteristic, it can set to constant; ijr is the space distance of the firefly i 
and the firefly j. 

(2) The firefly attraction degree is: 
2

*0
ijzre−= rr                                                          （2） 

Among them: 0r as the biggest attraction, namely the light source (r=0) attraction degree; z, 
ijr meaning as above. 

(3) The firefly i is attracted to move to the firefly j, the location update by formula (3) decision. 
)2/1(*)(*' −+−+= randxxxx ijii ar                                           （3） 

Among them: 
'
ix  is the individual i towards a brighter individual j update location, ix , jx  are 

the firefly i and the firefly j located before the entire population renewal; a is the step factor, it is 
constant between 0 and 1, rand is a random factor between 0 and 1,it obeys uniform distribution. 

The process of optimization algorithm is: Firstly, the firefly populations randomly scattered in 
the solution space, each firefly has different fluorescence brightness at different positions, by 
comparing Eq.1, high brightness fireflies can attract low brightness fireflies to move, moving 
distance depending on the size of the attraction (according to Eq.2). In order to increase the search 
area, avoid getting into local optimization, and updated measures, according to the formula 3 to 
calculate the updated position. So by repeatedly movement, all individuals will be gathered in the 
highest brightness firefly position, so as to realize the optimization. 

At present, it has been found that many insects existing Lévy flight [12], and Lévy flight has been 
used in the field of optimization, and achieve the expected effect. Simulation track of Lévy flights is 
shown in figure 1.In order to enhance the algorithm global search performance, avoid the 
population into a local optimum in the search process, in the firefly algorithm, if the individual is no 
better than their individual, choose to Lévy flight instead of random flight in the original algorithm. 
In addition, the non - optimal those individuals in a population, the flight formula was improved: 
when they find more bright than their individual, first generates a random number q by the system, 
if q is less than 0.5, the formula (4) is updated; otherwise, still use the formula (3) to update the 
individual position. 
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Among them,: jx still expresses renewal position of individual j before the entire population, 
'
ix  

expresses the individual i toward the front of j-1 individuals than their bright individual after the 
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update new position, 
"
ix  expresses

'
ix  toward than their bright individual j after update location, 

r  expresses that individual j appeal to the individual i. As can be seen, formula (4) is updated in 
real time, formula (3) depends only on the entire population before moving. This flight update can 
increase the randomness of flight, It is helpful to keep the diversity of population, increasing the 
population search space. 

In order to accelerate the convergence of the population, the paper proposes a method of a  
updating, which a  gradually decreases with increasing number of iterations. Update formula is as 
follows: 

te *001.0
0
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In the formula (5): 0a  is 0.9, t is number of iterations. 
The concrete steps of the algorithm are as follows: 
1) Initialization the basic parameter of algorithm. Set the number of fireflies is s, the biggest 

attraction is 0r , light absorption coefficient is z, the random parameters is 0a , the maximum number 
of iterations is t max=1000, the evolving algebra t=0. 

2) Randomly initialization firefly position, calculate the objective function value of firefly as 
the respective maximum fluorescence intensity of h0. 

3) By formula 1 and formula 2 to calculate the relative brightness of h and attraction r , 
according to relative brightness of h to decide the movement direction of the firefly. 

4) The formula 5 is used to updatea , the individual, if there is more lighter than its individual, 
in accordance with the update is improved, by formula (4) to update the individual position; 
otherwise, the Levy flight is used to update the individual location. 

5) According to the updated firefly position, to recalculate brightness of the firefly. 
6) The system generates a random number, if the random number is less than the local search 

probability p, then local search of individuals of the population, and regenerate population. 
7) Determine whether meet the conditions of termination of the algorithm. Such as the 

maximum number of iterations t  max is1000 or best solution stagnation does not change, turn to step 
7, or t  = t +1, turn to step 3. 

8) Output global extreme value point and optimal individual value. 

 
Fig.1 Simulation track of Lévy flights 

3. The analysis of simulation 
In order to verify the validity and superiority of the method, 3 data sets with different phase 

states and different spectral ranges were used. All data sets are divided into training set, test set and 
validation set. The training set is used to establish the calibration model, and the validation set is 
used to calculate RMSE and feature selection, and the test set is used to evaluate the method. 

The data set is as follows: 
The near infrared spectra of maize and the content of vegetable oil. Spectrum acquisition range is 

1100 ~ 2498 nm, step is 2 nm. Training set is 50 samples, test set is 15 samples and the validation 
set is 15 samples. The data set can be downloaded from Eigenvector company's website. 

The experimental result of data set is as follows. 
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In the whole spectral range of the corn data set, a total of 700 wavelength points are included. 
The whole spectral range is divided into 70 sub regions, each of which contains 10 wavelengths. 
The basic algorithm initial parameters setting are as follows: bat populations m=30, the maximum 
number of iterations n = 50, pulse frequency range [fmin, fmax]=[0, 2], the pulse intensity A=0.9, 
pulse frequency r=0.9, Lévy distribution scale parameter lambλ  = 1.5. 

The characteristics of the first interval combination of the wave of the new algorithm is shown in 
Figure 2, a total of 9 sub range of and a total of 90 wavelengths. The wavelength of MC-VS, GA 
and UVE-PLS are 144, 134 and 291 in the Reference [1]. The search results of the algorithm cover 
the main absorption bands. Screening and optimizing of prediction and MC-VS C-H absorption 
telescopic 800 secondary C-H contrast can be found, such as 1 200 nm double frequency absorption 
area, 1 600-1800 nm C-H absorption telescopic , 2 000 nm, 2 300 nm frequency absorption area and 
1 430 nm O-H stretching vibration of a double frequency absorption area, and further reduce the 
wavelength number, using the results established vegetable oil elm correction models is showed in 
Figure 3, the test set validation RMSEP is 0.121 6, the new algorithm ensures that the model 
prediction accuracy and reduce the model complexity.  

 
Fig.2 The set of corn data selected wavenumber sub-intervals 

 
Fig.3 Corn dataset′s predictive error of test set 

4. Analysis and discussion 

4.1 algorithm convergence rate analysis 
Because the Reference [1] did not give the detailed configuration of the simulation platform, the 

new algorithm proposed in this paper can not be compared carefully. The author has written the 
MC-VS, GA and MATLAB SA procedures, and in the Windows 64 operating system, GHz 
CPU3.00, 4 RAM GB on the computer and LBA for comparison. Taking the corn data set as an 
example, the iterative evolution curve of a single run is shown in Figure 4. 
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Fig.4 Comparision of iterative evolution process 

It can be directly seen from the graph, the speed of MC-VS is fastest, only 4 iterations (0.3 s) can 
be convergence, this algorithm of the paper speed times and need to 19 iterations (120 s) 
convergence is reached, GA need 28 times iteration (3.4 s) to converge, SA has the slowest 
convergence rate, it requires an iterative 35 (5.1 s). This is because, and compared to heuristic 
search algorithm MC-VS algorithm using Monte Carlo stochastic simulation, it has certain 
advantages in speed; the population size of the genetic algorithm due to the large slow speed of 
convergence, and simulated annealing cooling process is too long. At the same time, we can find 
that this algorithm of the paper is significantly better than MC-VS, GA and SA by comparing the 
optimal fitness function, and it can be concluded that LBA is an effective search method. 

5. Conclusions  
Based on the basic firefly algorithm, this paper makes full use of the characteristics of the Lévy 

flight search strategy in the whole solution space, and puts forward a new method of infrared 
spectrum feature selection. The validation results show that, this method can find the global optimal 
feature combinations of wavelengths. Compared with the traditional algorithm, the algorithm has 
fast convergence and global optimization in excellent advantages, with a wide range of applications 
and practical value. 
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