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Abstract—In order to improve the performance of fall detection 
system for the elderly based on triaxial acceleration sensor, and 
accurately to judge the fall direction of human body, a method 
was put forward based on self-organizing map neural network 
(SOM) and the information of triaxial acceleration sensor to 
cluster and analyze the human motion. To verify the recognition 
results of the SOM method, 130 samples of 13 common action 
including fall were participated in the SOM network testing. The 
results show that the sensitivity, specificity and accuracy of the 
new system were 90%, 96.7%, 94.6%, respectively. These results 
were better than those of the method of threshold value. 
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I.  INTRODUCTION 

Problems in the health and safety monitoring of older 
adults have elicited research attention. The incidence of falls 
among older adults is extremely high. Falls can cause 
disability, as well as seriously affect the health and daily life 
of older adults, and may even result in death [1]. To reduce the 
harm caused by falls, a fall detection system can send an alarm 
to provide timely help for the victim. 

At present, fall detection methods based on triaxial 
acceleration sensors are the mainstream methods used in fall 
monitoring systems for older adults [2-4]. The threshold 
method is a fall recognition algorithm that is commonly used 
in such fall detection systems [5-8]. This method can 
determine whether a body falls based on the changes in triaxial 
acceleration information, and the fall judgment threshold is a 
summary of the results of many experiments. However, such 
methods have disadvantages. On the one hand, selecting the 
threshold is difficult under different scenarios, which will 
possibly result in a relatively high false rate of the system. On 
the other hand, direction information after a fall, which may 
also be associated with several health conditions, is essential. 
However, the threshold method in an actual monitoring 
process cannot obtain the direction information of falls. 

As a competitive and unsupervised learning method, a self-
organizing map (SOM) neural network demonstrates powerful 
feature extraction capabilities and has been applied to pattern 
recognition [9-12]. To address the limitations of a single 
sensor and the deficiencies of the threshold method, a SOM 
neural network method was proposed to improve the 
recognition rate of fall monitoring systems and to gain the 

direction information of falls through the cluster analysis of 
information from a triaxial acceleration sensor. 

II. SOM NEURAL NETWORK MODEL 

A SOM neural network [13-14] can automatically and 
independently identify the mechanism of objects. Through a 
SOM, the same objects will cluster in the same region of a 
feature space, whereas different classes of objects will cluster 
in different regions of a feature space. 

A typical SOM network structure (Figure I) comprises an 
input layer and a competitive layer. The input layer consists of 
a number of m neurons, whereas the competitive layer is a 2D 
array with a number of a×b neurons. The neurons in the input 
layer and the competitive layer demonstrate full connectivity 
with each other, and every neuron in the competitive layer 
exhibits lateral inhibition connection with one another. First, 
the sample data, which are the input from the input layer, will 
be weighted using the connection weights between the two 
layers. Then, a set of output values will be obtained in the 
output layer. 

The steps for training a SOM neural network are as follows. 

(1) Network initialization. The initial values of the weights 
between the input layer and the competitive layer are set using 
random numbers. 

(2) Winning neuron calculation. A random training sample 
is drawn and then the winning neuron is calculated. 

(3) Weight updating. The weights of the winning neuron 
and its neighborhood are updated. 

(4) Learning rate and neighborhood updating. The learning 
rate and the neighborhood are updated before the next iteration. 

(5) Iteration end judgment. If the sample does not finish 
learning, then another training sample is randomly selected; 
hence, step (2) is repeated. Otherwise, the iteration is 
terminated. 

Each node in the competitive layer is mutually stimulated 
to learn; thus, nodes that are close to one another after training 
share similar weights. The spatial positions of the output nodes 
of a SOM network reflect the internal relations of the input 
samples; that is, inputs with similar properties will be mapped 
onto nearby SOM output nodes. 
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FIGURE I.  STRUCTURE OF A TYPICAL SOM NEURAL NETWORK 

III. DATA COLLECTION  

We establish a dynamic 3D Cartesian coordinate system 
O-xyz on a standing upright human body with a triaxial 
acceleration sensor placed on the waist, as shown in Figure II. 
The acceleration components of the x-, y-, and z-axes are 
denoted as ax, ay, and az, respectively. 

 
FIGURE II.  WAIST TRIAXIAL ACCELERATION SENSOR AND THE 

DYNAMIC 3D CARTESIAN COORDINATE OF THE BODY 

Five young participants with good physical fitness are 
invited to simulate the fall and non-fall actions of older adults. 
Fall actions include falling forward, falling backward, falling 
to the left, and falling to the right. Non-fall actions are normal 
daily life actions, including nine typical actions, namely, 
moving upstairs, moving downstairs, walking on flat ground, 
standing up, sitting down, before bending, jumping, running, 
and squatting. 

In the fall detection experiments, we have collected 
information from the waist triaxial acceleration sensor for the 
13 types of actions. A total of 20 samples are collected for 
each type of action, and 260 feature samples of the 13 types of 
actions are obtained. Among the feature samples, 10 are 
randomly selected as the training set, whereas the remaining 
samples are used as the test set. Thus, a total of 130 samples 
are included in the training and test sets. 

IV. CONSTRUCTING THE FEATURE SPACE 

We have adopted the sliding window method to extract 
sample data. The sliding window size is set to 3s, whereas 
the sampling frequency is set to 15 Hz. The feature points of 
each sample can reach 45 for every channel of the sensor. 

In the fall detection experiments using the waist 
acceleration sensor, each sample includes information on 
triaxial acceleration. Thus, the sample is a 135-dimensional 
(45 × 3) feature space. 

V. RESULTS OF THE FALL DETECTION EXPERIMENTS AND 

CLUSTERING ANALYSIS 

A. Clustering Results 

The training set includes 130 samples, and training time is 
set to 1000. The competitive layer of the proposed SOM 
network adopts the output structures of a 2D rectangular 
planar array that measures 14 × 13. Figure III presents the 
clustering results of the fall detection experiments based on the 
triaxial  

 

 
FIGURE III.  CLUSTERING RESULTS OF FALL DETECTION 

(a) training results based on accelerometer data, (b) test results 

based on accelerometer data.   denotes falling forward,   
denotes falling backward,   denotes falling to the left,   
denotes falling to the right, * denotes moving upstairs, ○ 
denotes moving downstairs, □ denotes walking on flat ground, 
◊ denotes standing up, ☆ denotes sitting down,    denotes 
before bending, × denotes jumping, a hexagon denotes running, 
and + denotes squatting. Various graphics may overlap with 
one another, which indicates that some types of action samples 
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cluster in the neurons. The dotted line is the dividing line of 
the 13 types of action samples in the classification results. 

Accelerometer information. Figures III (a) and III (b) 
indicate that 13 types of actions can be successfully 
recognized using single sensor information for the cluster 
analysis; in particular, four types of fall and non-fall actions 
can be effectively separated. However, erroneous 
identification cases occur, such as those shown in Figure III 
(b); that is, falls to the right side are identified as bending over, 
sitting down, and other non-fall actions, which results in 
missed detection of fall actions. 

B. Analysis and Evaluation of the Results 

To further illustrate the effectiveness of the SOM method, 
we compare it with the conventional threshold method.  

We adopt three performance indicators, namely, sensitivity, 
specificity, and accuracy, to evaluate the fall detection results 
[15-16]. Sensitivity (Se) is defined as the detection rate of fall 
actions. 

FNTP

TP


Se

                              (1) 

TABLE I.  RECOGNITION RESULTS OF THE SOM METHOD 
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  denotes falling forward,   denotes falling backward,   
denotes falling to the left,   denotes falling to the right, * 
denotes moving upstairs, ○ denotes moving downstairs, □ 

☆denotes walking on flat ground, ◊ denotes standing up,  
denotes sitting down,    denotes before bending, × denotes 
jumping,  denotes running, and + denotes squatting. Various 
graphics may overlap with one another, which indicates that 
some types of action samples cluster in the neurons. The 

dotted line is the dividing line of the 13 types of action 
samples in the classification results. 

Specificity (Sp) is the detection rate of normal actions. 

FPTN

TN


Sp

                               (2) 
Accuracy (Ac) is the detection rate of all the actions. 

FPTNFNTP

TNTP
c




A
                    (3) 

In the preceding formulas, TP (true positive) indicates the 
number of fall samples that are detected as fall actions, FP 
(false positive) indicates the number of non-fall samples that 
are detected as fall actions, TN (true negative) indicates the 
number of non-fall samples that are detected as non-fall 
actions, and FN (false negative) indicates the number of fall 
samples that are detected as non-fall actions. 

Table I shows the results of the proposed method and 
Table II shows results comparation between the SOM method 
and the threshold method. Regardless of the information from 
the triaxial acceleration sensor, the sensitivity, specificity, and 
accuracy of the cluster analysis method of the proposed SOM 
are higher by approximately 10% than those of the threshold 
method. 

TABLE II.  RECOGNITION RESULTS OF THE SOM METHOD AND THE 
THRESHOLD METHOD 

 SOM Threshold 

Total number of samples 130 130 

Fall action samples 40 40 

Non-fall action samples 90 90 

True positive samples 36 32 

False positive samples 3 14 

True negative samples 87 76 

False negative samples 4 8 

Sensitivity (%) 90.0% 80.0% 

Specificity (%) 96.7% 84.4% 

Accuracy (%) 94.6% 83.1% 

VI. CONCLUSIONS 

In this study, the cluster analysis of human actions have 
been performed via a novel SOM neural network using 
information fusion obtained from a waist triaxial acceleration 
sensor. The method has recognized human fall gestures, and 
the following conclusions are drawn. 

1) Through the proposed SOM neural network, the cluster 
analysis of the waist triaxial acceleration sensor information 
can effectively identify the directions of falls, whereas the 
conventional threshold method cannot recognize human fall 
direction. 
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2) For recognizing human falls, the sensitivity, specificity, 
and accuracy of the cluster analysis method of the SOM neural 
network are higher than those of the conventional threshold 
method; thus, the SOM exhibits better recognition effect. 

3) The SOM algorithm for recognizing human falls 
demonstrates higher reliability and stronger suitability than the 
conventional threshold method. 
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