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Abstract. With the development of measurement technology, people have accumulated a large 
amount of data, these data which often with time stamp can be regarded as time series. The basic idea, 
the process of modeling, and prediction process of fault temperature signal prediction based on 
ARMA model are presented in this study. Here, we illustrate the utility and challenges of applying 
ARMA (p, q) models, which p is the dimension of the autoregressive component of the model, and q 
is the dimension of the moving average component. We focus on parameter estimation and model 
selection. The experimental results show that the ARMA model is accurate and feasible in short term 
fault prediction, results can also provide theoretical basis for the maintenance of the heat exchanger. 

Introduction 
    Fault prediction is the technology using the current system status as a starting point, combining 
with known structure features of the object, the parameter, the environmental condition, and historical 
data, then predicting the system fault analysis and judgment in the future, determining the nature, the 
category, the degree, the reason and  position of the fault, , pointing out the development trend of fault 
and consequences to eliminate the fault[3].We hope that with abnormal symptom which is tiny, we 
can forecast the development of the fault signal[4]. The time series method uses the measured data as 
a random sequence, according to the measured value which is dependent, then establishing 
mathematical model to fit time series, It can achieve the effective prediction information accurately 
[2]. 

time series model 
For the stationary time series, if at a certain moment the observed value is not only related to the 

previous observation values, but also has relationship with disturbance before, it is the autoregressive 
moving average process called the ARMA model. If the observed value associated with the observed 
value before, it is a AR model. If the observed value disturbance has a relationship with disturbance 
before only, it is a MA model. the ARMA model is a special case of the AR model and the MA 
model[1]. 

MA (q) model [5] : 

                        qtqttttY −−− ++++= εθεθεθε L2211                                               (1) 
 AR(p) model:  

                        tptpttt YYYY εφφφ ++++= −−− L2211                                                 (2) 

Given conditions: ,0-1 2
1 2 =−− p

p zzz φφφ L  the stationary series is the process which the root of the 
equation falls outside the unit circle. 

ARMA(p,q) model: 
qtqtttptpttt YYYY −−−−−− ++++++++= εθεθεθεφφφ LL 22112211      (3) 
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Given conditions: ,0-1 2
1 2 =−− p

p zzz φφφ L the stationary series is the process which the root of the 
equation falls outside the unit circle.{ }tε is the white noise sequence. 

 by introducing the backward shift operator L )( 1−= tt xLx , equation (1), (2), (3) can be written as: 
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    ARMA(p, q)： 
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 Modeling steps for ARMA model 
A.The data preprocessing. 
    In order to avoid false regression problems [6]. we need test the stationarity of the data, if the data is 
nonstationary, it need to be smoothed. In this paper, using the ADF unit root to test (Augmented 
Dickey Fuller). For the non-stationary time series, we usually adopt the method of finite difference to 
smooth it. 
B. Determining the order of the model 
    The order of model which has a great deal of uncertainty has a great influence to the accuracy of the 
model prediction, so it is very important. In this paper, with the sample autocorrelation (ACF) and 
partial autocorrelation (PACF) diagram is used to roughly estimate the order of the model, and then, 
we use the AIC criterion for the order of the model autocorrelation function and partial 
autocorrelation function with the corresponding relationship with model order number in the 
following table1: 
            Table 1.ACF, PACF relationship with model order 

model AR(p) MA(q) AEMA(p,q) 
ACF Tailing q steps truncation Tailing 

PACF P steps truncation Tailing Tailing 

      After roughly determine p, q, with AIC criterion for final determination: 
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C.Estimate model parameters 
   There are so many ways to estimate the model parameter. For example, maximum likelihood 
estimation method, the least squares estimation method, etc [7]. In this paper, the MATLAB system 
identification toolbox has an armax function for reference number estimation. 
D.  Inspection of the model 
    Whether the model is suitable for the data, it usually need to be tested. in this paper, we use the 
residual analysis to test whether the residual sequence is white noise[7]. if it is white noise, the model 
can be used to sequence prediction. In this paper, we use LB statistic test [1] . 
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It can proved that the Q approximation is subject to )(2 mχ distribution. after giving an significance 
level, Checking the site )(2 mχ . 
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E.   Forecasting  for temperature signal  
  the optimal prediction of sequence has been proved to be its conditional expectation: 
                           ),,,|(ˆ

211|1 tttt XXXYEY L++ =                                                                  (10) 
       However, in this paper, we use prediction method is linear minimum variance prediction.  
Suppose .|12121

ˆ variablepredictive.),,,( ttttt YXXXX +== ），，，（， αααα LL  

                     .)]([)]([:

ˆ
1

1

|1

−
+

+

⋅=

=
T
tt

T
tt

T

t
T

tt

XXEXYEwhere

XY

α

α

                                                (11) 

Experimental results 
     The common fault of heat exchanger is incrustation scale. the incrustation scale will jam the plate 
of channels which leads to greatly reduced thermal efficiency. This paper pays attention to the 
malfunctions due to scaling in heat exchanger through simulation. The sampling interval of 
experimental data is 30 seconds. Picking the 4 * 164 data points contained the import and export of 
the temperature of the hot and cold road of in the process of scaling. The experimental working 
medium is air.  Using 114 data points front to model, then predicting the result of 50 data points, then 
the comparing it to the real value which can show accuracy of the prediction, in this article the outlet 
temperature and inlet temperature of hot and cold are predicted(i.e. forecasting the parameters 25 
minutes in advance). 
Experimental apparatus as shown in figure: 

 
Fig.1 experimental apparatus 
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Test data forecasting: 

 
Fig.2 the hot road entrancetemperature prediction       Fig.3 The relative error of hot road entrance temperature 

 
Fig.4The outlet temperature prediction of the hot road Fig.5 The relative error of outlet temperature of hot 
road 

 
Fig.6 The cold road entrance temperature prediction  Fig.7 The relative error of cold road entrance 
temperature 
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           Fig.8 The outlet temperature prediction of               Fig.9 The relative error of outlet temperature of  
           the cold road                                                              the cold road 
   In the prediction of the value of   Cold road exit temperature back, the error has been relatively 
larger. it is not suitable for this model. From the data we can see that the ARMA model is suitable for 
short-term forecasts, accuracy of long-term prediction is not high. 

Conclusions 
   With the development of modern testing technology, we have a lot of equipment failure data which 
is a timestamp, in this article, we use time series ARMA model of the heat exchanger in the import 
and export temperature prediction research, we found that it is suitable for short-term forecasts, which 
has the very high precision. But it isn’t suitable for the long-term forecast which has obvious 
prediction error. In this experiment it is concluded that keeping the ARMA model prediction step 
length within the period of 35, it can keep the relative error within 10% , the prediction precision is 
higher.Acknowledgements 
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