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Abstract. The statistic method is widely used to analyze the statistic features hiding behind the various 

data. Some famous algorithms such as Ls, LMS are based on the statistic models. Actually on the basis 

of the description length theory, the statistic model can be considered as the judgment system which 

should hold different description complexity. It implies that the corresponding features of the statistic 

model under description length theory are different from these characters under the numerical area. In 

this paper, three basic features of statistic model are discussed under the minimum description length 

criterion. They are description complexity, similarity measure and the adding criterion. The 

corresponding derivations and the discussions are also given. These features can help increasing the 

efficiency of the estimation of the probability distributions. 

Introduction 

The statistic method is widely used to analyze the statistic features hiding behind the various data. 

Some famous algorithms such as Ls, LMS are based on the statistic models. In most of times, the 

statistic models are obtained by counting the number of data respectively which are corresponding to 

the different values of states that one thing holds. Then the resulted counting vectors are used to 

estimate the probability distributions. In this case, these probability distributions can be used to analyze 

or discuss some events. For math, the probability distribution implies the possibility that one event 

happen. Namely, one of utilization of the probability distribution is to predict the possibility whether 

one event expected can occur. The accuracy of this possibility is the criterion to testify the performance 

of the corresponding probability distribution. Actually, for each probability distribution, its entropy is 

used to describe the average information content that the corresponding events happened. If the value 

of the entropy is large, the accuracy will be lower, i, e, the difficulty of the prediction will be increased.  

Thus, the entropy implies the complexity of prediction. However, the entropy will be obtained 

difficultly in practice. The true probability distribution is not known, oppositely, the distribution is 

estimated which relies on the sufficient scale of data. Actually, during the counting procedure, the 

calculated real entropy is changing along the increment of the number of data. Namely, the complexity 

of this counting vector is also changed. Then the problem is that how to obtain the current possibility 

and to achieve the prediction with high accuracy. The predicting process is a system to describe some 

statistic features of the probability distribution or counting vectors. Based on the description length, the 

real-time complexity can be represented by using its corresponding description length which is 

equivalent to the total information contents contained in the current counting vectors or events. The 

value of the description length is smaller, the predicting accuracy will be higher. Therefore, the 

description length can be used to testify the performance of one probability distribution which will be 

estimated by one counting vector. It is worth to notice that the description length is the parameter of 

counting vector but not for the probability distribution. 

However, in practice, the description length is not easy to use it directly. In this paper, we discuss 

some special derivations of the description length which aims to simplify the analysis procedure based 

on the statistic model. 
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Basic Theory 

Considering a counting vector V , it is consisted of some counting numbers as follows: 
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Where ia denote the possible value of one event and in denote the corresponding number of counted 

data with event value ia . Let N denote the total number of data the counting vector contain. Then the 

description length of this counting vector can be calculated by (2) 
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It is difficult to resolve this equation directly. In its calculation, the factor operation will lead to high 

computational complexity. When Strilin fomula (3)  
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Is suggested to simplify the calculation, the representation of (2) can hold the form (4) 
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Where  is the no-linear parameter which is included during the derivations. But it have some 

mathematical meaning which will be discussed in the later section in this paper. 

Actually, when the fomula (4) is obtained, some inferences can be achieved. We will discuss them 

respectively. 

Inferences 

In practice applications, the description length can perform little efficiency. But some inferences based 

it is more serviceable. Considering two probability distributions 1P and 2P  are combined with each 

other to analyze some problems. For this application, the probability distribution P  resulted is obtained 

by (5) 

21 PPP                                                                                                                                          (5) 

But for counting vectors 1V and 2V which these two probability distributions are corresponding to, 

one easy way to estimate the average probability distribution of P  is to merge these two counting 

vectors. Let N  and M  denote the total counting number of data each counting vectors 1V and 

2V obtained. Let in  and is  denote the counting number of events holding the event value i of two 

counting vectors respectively. Then after merging, a new counting vector V is obtained. The key point 

we pay more attention to is its corresponding description length. Let 1L and 2L denote the description 

lengths of counting vectors 1V and 2V  and L denote the description length of V . New parameter can be 

defined. 

Definition 1: The increment of the description length L  can be calculated by: 

)( 21 LLLL 
                                                                                                                           (6) 

It is obviously that the value of L  can be negative. We will give its some properties later. Now, we 

give the representation of the relative entropy which is used to describe the similar measure between 

two probability distributions. Let )||( QPD denote the relative entropy between probability distributions 

P and Q , it is calculated by (7) 
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When representations (4) and (6) are used to derive, the increment of the description length can be 

transformed as the form of (8) approximatively and its derivation is given in Appendix. 

)| |(*)| |(* 1221 PPDMPPDNL 
                                                                                            (8) 

As we know, the relative entropy )||( QPD does not satisfy the symmetry, i.e. )||()||( PQDQPD  . But the 

increment of the description length L is equivalent to the weighting of two relative entropy. Obviously, 

it is symmetric, which implies that the increment of the description length can be used to testify the 

similarity between two probability distributions.  

However, it is not the easiest way to represent the similarity. We give the second definition about 

amazing measure.  

Definition 2: The amazing measure is used to describe the amazing performance of one probability 

distribution estimated by its counting vector. The increment of the amazing measure is used to describe 

the similarity between two probability distributions estimated by using their corresponding counting 

vectors.  

The amazing measure  of one probability distribution estimated by counting vector 1V can be 

calculated by (9) 
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And the increment of amazing measure  can be calculated by: 

)( 21 
                                                                                                                       (10) 

Where  denotes the amazing measure of the counting vector V obtained by merging two counting 

vectors 1V  and 2V . 

It is worth to notice that although the amazing measure comes from the derivation by using the 

counting vectors. It is not only the property of the counting vector but also the feature of the 

corresponding probability distribution. It implies that the analysis about the probability distributions 

can be translated to analyze the property of corresponding counting vector by using amazing measure.  

This is a meaningful inference about the description length. Meanwhile, the amazing measure is the 

part of  of (4). Namely, the representation (4) holds the true form as (11) 
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                                                                                           (11) 
Based on these inferences, the basic properties of the description length is discussed. The third 

property of the description length is more complex. It is referred to as the linear property. It is widely 

used to some linear analysis such as regression analysis based on statistic models of the economic 

applications. We firstly give the explanation of the statistic linear calculation 

The linear calculation of the probability distributions is to achieve one new distribution by using the 

linear transform such as least square algorithm. Namely, by weighting. It can be represented as: 
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One purpose of this operation is to optimize the corresponding weights iw . However, it is difficult 

to optimize these weights directly. When the description length theory is used, the optimization 

operation will be simplified. We give the inferences as follows: 

Inference1: The linear transform for the probability distributions can be translated to the linear 

transform of the description length. 

Inference2: The optimization of weights for the linear transform of the probability distribution can 

be implemented by optimizing the weights for the weighting of the description length.  

These two inferences can be simplified by (13) 
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                                                                                       (13) 
Actually, it implies that the weighting for the probability distributions is equivalent to the weighting 

for their corresponding counting vectors. Thus, the description length of the resulted counting vector 

can be obtained by weighting description lengths of these counting vectors participated into linear 

transform respectively as shown (14) 
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Meanwhile, }min{, Lwwi i  . It means that those optimization algorithms such as least square, 

searching methods can be used to implement the optimization for weights. 

Conclusion 

In this paper, three basic features of statistic model are discussed under the minimum description 

length criterion. They are description complexity, similarity measure and the adding criterion. The 

corresponding derivations and the discussions are also given. These features can help increasing the 

efficiency of the estimation of the probability distributions. 
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Appendix 

Derivation: Let kmL , denote the increment of the description length of two counting vectors mV and kV . 

It’s derivation is given as follows: 
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