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Abstract 

Duplicate and near-duplicate web pages are the chief concerns for web search engines. In reality, they incur 
enormous space to store the indexes, ultimately slowing down and increasing the cost of serving results. A variety 
of techniques have been developed to identify pairs of web pages that are “similar" to each other. The problem of 
finding near-duplicate web pages has been a subject of research in the database and web-search communities for 
some years. In order to identify the near duplicate web pages, we make use of sentence level features along with 
fingerprinting method. When a large number of web documents are in consideration for the detection of web pages, 
then at first, we use K-mode clustering and subsequently sentence feature and fingerprint comparison is used. Using 
these steps, we exactly identify the near duplicate web pages in an efficient manner. The experimentation is carried 
out on the web page collections and the results ensured the efficiency of the proposed approach in detecting the 
near duplicate web pages.  

Keywords: Web Crawling, Web page, Duplicate web page, Near duplicate web page, Near duplicate detection, 
fingerprinting. 

1. Introduction 

Web Mining is the branch of data mining which deals 
with the study of World Wide Web [9]. It refers to the 
use of data mining techniques to automatically find out 
and extract information from World Wide Web 
documents and services. The origin of web mining can 
be referred from the concepts from various areas such as 
Data Mining, Internet technology and World Wide 
Web, and recently, Semantic Web [10, 9, 11, 12, 13 and 
38]. A program or automated script that traverses the 
World Wide Web in a systematic and automated manner 
is said to be a web crawler or web spider or web robot 
[14]. A URL selected by the crawler from the frontier, 
downloads the web resource, collects URLs from the 
downloaded resource and adds the new URLs to the 
frontier. The crawler proceeds in this manner till the 
frontier is empty or some other condition causes it to 
stop [15], [16]. Duplicate and near duplicate web page 
detection becomes an important step in web Crawling 

[5]. Web crawlers are become an unavoidable part of all 
search engines and are highly becoming important in 
data mining and other indexing applications [17]. Web 
crawling is engaged by the search engines to populate a 
local indexed repository of web pages which is in turn 
utilized to answer user search queries [18]. Such search 
engines depend on huge collections of web pages that 
are obtained with the help of web crawlers, which 
traverse the web by subsequent hyperlinks and storing 
downloaded pages in a large database which is later 
pointed for efficient execution of user queries [17].  

Duplicate web pages and mirrored pages are seen in 
plenty in the web. Even with the point that near 
duplicates are not bit wise identical, they are blindingly 
alike and differ in slight extents of the document like the 
advertisements, counters and timestamps [19]. 
Typographical faults, versioned, mirrored or imitative 
web pages, several depictions of the same physical 
object, spam emails made from the same template, and 
many such conditions may also end up in producing a 
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near duplicate web page [9]. Removal of near duplicates 
results in preservation of network bandwidth, decrease 
in storage costs and improvement in the quality of 
search indexes. Moreover, the load on the remote host 
that serves the web pages is also reduced. Near 
duplicate webpage detection systems are susceptible to 
several challenges. Prime concern is about the scale of 
webpages, where the search engine index has billions of 
web-pages, which leads to having a multi-terabyte 
database. Second issue is the capability of the crawl 
engine to crawl billions of web-pages [11]. For every 
single web page, calculating a fingerprint that is a 
succinct (say 64-bit) digest of the characters on that 
webpage is the modest method for detecting duplicates. 
When the fingerprints of two webpage documents are 
the same, at that point we have to examine if the pages 
are the same and if so, and then state that one of those to 
be a duplicate copy of the other. The check summing 
techniques are used to find out the web pages that are 
exact duplicates of each other due to mirroring or 
plagiarism [4]. 

A number of applications are benefited by the 
detection of the near duplicates [36]. The determination 
of the near duplicate web pages helps the following the 
focused crawling, enhanced quality and diversity of the 
query results and identification on spam [20], [21], [2]. 
Perfectly and adeptly determined near duplicates are 
relied on different web mining applications, for 
example, document clustering [3], collaborative filtering 
[25], detection of replicated web collections [26], 
discovering large dense graphs [34], detecting 
plagiarism [31] and community mining in a social 
network site [32]. The removal of the near duplicate 
pages [33] helps in reduced storage costs and improved 
quality of search indexes in addition to considerable 
bandwidth conservation. Above all, the crawled web 
pages are preprocessed using document parsing, that 
eliminates the HTML tags and java scripts present in the 
web documents, and which is followed by the removal 
of common words or stop words from the crawled 
pages. Then the stemming algorithm is used to filter the 
prefixes and the suffixes in the crawled documents for 
obtaining the keywords [15]. The next task is to arrange 
the large number of documents into meaningful clusters 
so document clustering can be engaged to browse a set 
of documents or to arrange the results given by a search 
engine in answer to a user’s query. This can 
considerably improve the accuracy and recall in 

information retrieval systems, and it is a better way to 
find the nearest neighbors of a document [27].  

Here, we formulate an efficient approach for near 
duplicate web page detection based on a similarity 
measure using fingerprint. The objective of this research 
is to effectively avoid the near duplicates which results 
in better conservation of network bandwidth and 
reduction in storage costs. In the proposed approach, 
initially the preprocessing takes place. There web 
crawled web pages are preprocessed using a parsing 
technique to remove the HTML tags, where java scripts 
and other less relevant data present in the web pages and 
then, we remove the stop words from the crawled web 
pages. Finally, the stemming process can be done, 
where words are converted to base form and keywords 
are extracted from the crawled Web pages for further 
processing. Then, cascade filtering is applied, which 
includes sentence level extraction and fingerprint as the 
filtering techniques. Finally, a bit-by-bit difference 
measure is calculated between the fingerprint of the 
crawled Web page and other web pages. If the bit-by-bit 
difference measure computed is less than a predefined 
threshold value, the web page crawled is termed as a 
near-duplicate. Otherwise, the Web page is added to the 
database. 

The main contributions of the paper are we have 
added two methods for the near duplicate detection of 
web pages. The main process, which constitutes the 
proposed method, is the sentence level feature 
extraction, cascade filtering and finger printing. In the 
case of large dataset the proposed method incorporates 
clustering for the efficient processing.  

The rest of the paper is organized as follows: In 
Section 2, a brief review of the latest researches related 
to near-duplicate web page detection has been provided. 
Section 3 describes the novel approach for the detection 
of near-duplicate Web pages using cascade filtering 
which employs sentence level feature and the 
fingerprint. Enhancement of our proposed approach 
incorporating clustering for the detection of near-
duplicate web pages is described in Section 4. The 
experimental results are given in Section 5 and 
conclusions are summed up in Section 6. 

2. Review of Related Works 

Recently, near duplicate web page detection techniques 
have gained high popularity and lot of researches is 
concentrated in this core area. This literature survey 
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presents a number of researches that deal with the 
detection of near duplicate web documents. 

V. A. Narayana et al. [1] have presented an efficient 
approach for the detection of near duplicate web pages 
in web crawling where, the keywords were extracted 
from the crawled pages and the similarity score between 
two pages was calculated. A document which is 
considered as near duplicate if it having similarity score 
is greater than a threshold. Monika Henzinger [2] have 
performed a comparison study over the two "state-of-
the-art" algorithms, Broder et al.'s [3] shingling 
algorithm and Charikar's [4] random projection based 
approach for finding near-duplicate web pages. Both 
algorithms were used either for development or by 
popular web search engines. They compared the two 
algorithms on a very large scale, namely on a set of 
1.6B distinct web pages. The results showed that both of 
the algorithms were failed in finding near-duplicate 
pairs on the same site, while both provide high precision 
for near-duplicate pairs on different sites. Since 
Charikar's algorithm obtained a lot of near-duplicate 
pairs on different sites that possessed a better precision 
overall, namely 0.50 versus 0.38 for Broder et al.'s 
algorithm. They have produced a combined algorithm 
which obtains a precision of 0.79 for 79% of the recall 
of the other algorithms. 

In the case of developing a near-duplicate detection 
system for a multi-billion page repository, Gurmeet 
Singh Manku et al. [5] conducted two research 
contributions. Initially, they stated that Charikar's 
fingerprinting technique [4] was suitable for their goal. 
After that, they showed an algorithmic technique for 
identifying existing f-bit fingerprints which differ from 
a given fingerprint in at most k bit-positions, for small 
k. Their technique works well for both online queries 
and all batch queries. Experimental evaluation using 
real data proved the practicality of their design.  

A. Kolcz and A. Chowdhury [6] concentrated on I-
Match and offered a randomization-based method of 
improving its signature stability with the suggested 
methodology steadily outdoing traditional I-Match by 
having 40 to 60% in terms of the relative increase in 
near-duplicate recall. Notably, the great improvements 
in detection accuracy were offset by only slight surges 
in computational requirements. They also tackled the 
secondary difficulty of false matches, which was very 
vital for I-Match when it comes to fingerprinting 
lengthy documents. Identification of near-duplicate Web 

pages was definitely thought-provoking in the web-scale 
due to the huge data. Hence, a mechanism needs to be 
presented for sensing the duplicate data so that related 
search results can be provided to the user. Ranjna Gupta 
et al. [7] presented a design that presents methods that 
will work in both online and offline depending on 
favored and disfavored user inquiries to identify 
duplicates and near duplicates. Hung-Chi Chang and 
Ten-Hour Wang [8] have offered a sentence-level 
statistics-based method to identify near-duplicate 
documents, which is language independent, modest but 
effective. The experimental outcomes exhibited high 
efficiency and good accuracy of the proposed approach 
in detecting near-duplicates in news archives. 

Hannaneh Hajishirzi et al. [28] developed a near-
duplicate document detection method which can be used 
for a particular domain. In their method, they considered 
every document as a real-valued sparse k-gram vector, 
in which the weights were learned to optimize for a 
particular similarity function, such as the cosine 
similarity or the Jaccard coefficient. In addition, for 
efficient similarity computation, these vectors were 
mapped to a small number of hash-values as document 
signatures through locality sensitive hashing scheme. 
Bingfeng Pi et al. [29] suggested the seriousness of 
existence of near duplicate. Then, they demonstrated 
how a SimHash works and its merits for finding near-
duplicate and reviewed a series of findings, including 
the problem itself and the benefits obtained by 
SimHash-based approach. 

3. Proposed Approach For Near Duplicate 
Detection Using Cascade Filtering 

This section deals with an approach for the detection of 
near duplicate web pages. Duplicate documents are 
frequently found in huge databases of digital documents 
such as the government declassification effort or in 
digital libraries. The occurrence of near duplicates 
increase the space required to store the index, decreases 
serving results, and irritate the users [11]. Capable 
duplicate document detection is important not only to 
allow querying for similar documents, but also to filter 
out unnecessary information in the huge document 
databases [9]. The removal of the near duplicate pages 
provides reduced storage costs and improved quality of 
search indexes in addition to considerable bandwidth 
management. In the proposed approach, we are using 
sentence level extraction and simhash algorithm [4] to 
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detect near duplicates. Our proposed approach reduces 
the storage space greatly and allows quicker comparison 
and search. Initially, the crawled web documents are 
parsed, it includes the removal of HTML tags, java 
scripts, stop words/common words and stemming of 
remaining words. Then, the sentence level feature and 

simhash is applied to detect and eliminate the near 
duplicates. K-Mode clustering technique [37] is added 
in our proposed approach to get faster and better results. 
The important steps used in the proposed approach for 
near-duplicate web page detection is given in fig 1. 
 

 

 

Fig.1. Steps used in the proposed approach for near-duplicate web page detection 

3.1Preprocessing 

Preprocessing is done prior to the sentence level feature 
comparison and fingerprint comparison. Preprocessing 
converts a web page into a set of keywords. The 
preprocessing consists of crawling, parsing, stop word 
removal and stemming. In crawling, the web pages are 
crawled from the data base. In parsing, the web pages 
are represented by a linear structure with a given 
grammar. The parsed web documents are then subjected 
to the stop word removal process, where connecting 
words such as “is”, “as”, etc. are removed. The words in 
the document are converted into its basic form by a 
process, called stemming. The preprocessed web pages 
are passed to cascade filters for further processes. 
 
a.Web Crawling 

A web crawler is a comparatively an automated 
program, or script which methodically scans or "crawls" 
over Internet pages to build an index of the data that is 

in concern. Web spider, web robot, crawler, and 
automatic indexer are the other names for web crawler. 
The common use of the web crawling is with search 
engines. Search engines force the web crawlers to 
collect information about what needed on public web 
pages. Their chief goal is to collect data so that when 
Internet surfers give a search term on their site, they can 
quickly give the surfer with applicable web sites. In 
spite of the large number of applications for Web 
crawlers, at the center they are all basically the same. 
Following is the main process through which Web 
crawler’s work [17]: (1) Downloading the Web page, 
(2) Parse through the downloaded page and retrieve all 
the links and (3) For each link retrieved, repeat the 
process. The process will continue till the crawler get 
shutdown [22]. A crawling loop comprises of obtaining 
a URL from the queue, downloading the equivalent file 
with the help of HTTP, traversing the page for finding a 
new URLs and including the unvisited URLs to the 
queue [35]. 
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b. Parsing 
Parsing is the procedure of structuring a linear 

representation according to a given grammar [24]. After 
fetching a webpage, we have to parse its content to 
extract information that will feed and possibly guide the 
future path of the crawler. In parsing, it may imply 
simple hyperlink/URL extraction or it may involve the 
more complex process of tidying up the HTML content 
in order to analyze the HTML tag tree. Parsing also 
involves the steps to convert the extracted URL to a 
canonical form, and it will remove stop words and 
perform stemming on the remaining words. 
 
c. Stop Word Removal 

In a web document, there are commonly utilized 
words that carry less important meaning than keywords, 
hence it is necessary and beneficial to remove these 
words. Usually search engines remove these commonly 
utilized words or rather known as ‘stop words’ from a 
keyword phrase to return the most relevant result. In 
searching, all stop words, for instance, most used  words 
like 'a' and 'the', are detached from multiple word 
queries for increasing search performance [9]. Stop 
words like “it", "can”, "an", "and", "by", "for", "from", 
"of", "the", "to", "with" are the common stop words. 
Stop word removal is done while parsing a document to 
obtain information about the content or while scoring 
fresh URLs that the page recommends. 
   
d. Stemming 

      In many cases, morphological variants of words 
have similar semantic interpretations and can be 
considered as equivalent for the purpose of many 
applications. For this reason, a lot of stemming 
Algorithms or stemmers has been developed to reduce a 
word to its stem or root form. The stems are used to 
represent the key terms of a query or document instead 
of the original word. Lemmatization [30] is an 
algorithm which attempts to convert a word to its 
linguistically correct root which ultimately facilitates 
the reduction of all words, possessing an identical root 
to a single one. This is obtained by removing each word 
of its derivational and inflectional suffixes [23]. For 
instance, "orient," "oriented" and "orientation" are all 
condensed to "orient", which is the base form, similarly 
“runs”,” run “ are all  condensed into “run”. 

3.2   Cascade Filtering 

After the preprocessing steps, the designed cascade 
filtering is used for finding the duplicate web pages. The 
proposed cascade filtering contains two filtering 
techniques that are applied serially one after the other. 
The methods used in our approach are sentence level 
feature comparison and fingerprint comparison. The 
reason behind using these methods are to make use of 
time reduction in execution by the use of sentence level 
feature filtering technique and increasing the precision 
of the result by the use of fingerprinting comparison 
technique. By combining these methods, we can obtain 
an effective, precise and less time consuming result. In 
sentence level feature comparison, it compares only the 
sentence features rather than the keywords, and hence 
the time gets reduced. Applying this sentence level 
feature to a very large number of web pages, it filters 
out web documents which do not satisfy the criteria, 
resulting in lesser number of documents filtered in for 
the subsequent processes and hence, acting as a filter 
and saving time. In the fingerprint technique, fingerprint 
of the document is computed by using Sim-Hash 
algorithm and comparison is made in order to detect the 
near duplicates. 
 
a.  Sentence Level Feature Extraction 

Sentence level feature extraction is the first filtration 
technique that is a key feature used for near duplicate 
web page detection. Here, total number of sentences in a 

web document is used as a feature vector. Let diS  be 

the total number of sentences in the id th document 

and kS  be the total number of sentences in the newly 

added web page. The newly added webpage is 
compared with each of the webpage in the database and 
the comparison is made by extracting the total number 
of sentences in each of the web document. If the new 
webpage and the compared webpage differ in the total 
number of lines in the web page by a number which is 

less than the sentence threshold (Ts) skdi T < | S - S | , 

then the compared page is filtered in. This action results 
in narrowing of number of web document input to the 
second level of filtering and hence it acts as a filter. 
Here, only numerical values are compared rather than 
the string value so it lead to the less computation time 
and also, consume less disk space. 

By this process, we can eliminate the far similar 
documents. Hence, the number of inputs to the 
fingerprint comparison will get reduce, so that 
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fingerprint of only a limited number of web page is to 
be found out, rather than all the web pages in the 
database reducing the time incurred. Subsequently, we 
can find the fingerprint by applying simhash algorithm 
for each of the  id   filtered in. 
 
b. Fingerprint Comparison 

Fingerprints computed from a web page acts as a 
second filter in series with the sentence level 
comparison filter. In fingerprint computation, we use 
Sim-Hash algorithm for detection of near duplicates. 
Sim-Hash has two important but somewhat conflicting 
properties that make it an ideal technique for the 
detection of near duplicates. They are: (1) The 
fingerprint of a document is a “hash” of its features, and 
(2) Similar documents have similar hash values. Thus, it 
aid in determining whether the two documents are 
similar or not by comparing their corresponding hash 
values. Initially, it converts each of the web documents 
that are filtered in into a set of keywords. Each keyword 
is tagged with its weight, which is the number of times 
the keyword appears in the document. Then, we 
transform such a high dimensional vector into a f  
bit fingerprint, where’ f ‘   is quite small compared 
with the original dimensionality. 

Here, let the input document ‘ D ’ be pre-processed 
and composed with a series of keywords. We initialize a 
f dimensional vectorV  with each dimension as 

zero. Then, for each keyword of the document, it is 
hashed into a f   bit hash value. These f

 
bits 

increment or decrement the 
f

f components of the 
vector by the weight of that word. Finally, the signs of 
the components determine the corresponding bits of the 
final fingerprint of the document. The process is 
repeated for each of the documents and comparison is 
made of fingerprint of the new webpage to those web 
pages filtered in order to detect the near duplicates. The 
pseudo code of the simhash algorithm is given in fig 2 
and the detailed process is given in fig 3.  
 

 

Fig.2. Pseudo code of the simhash algorithm 

 

Fig.3. Working procedure of the simhash algorithm 

 3.3 Near Duplicate Detection  

After the cascade filtering, we obtain the fingerprint of 
all the documents filtered in and the new web document 
which was inputted for checking if it’s a near duplicate 
of the existing web pages in the database. A threshold is 
set for the comparison process, which is usually a user 
input. The fingerprint of the new web document is 
compared with the fingerprints of the other documents 
and comparison is made bit by bit. The bit-by-bit 

difference  )( fb  in number of bits, known as bit-by-bit 

difference measure is taken into account and used to 
check if two web pages in consideration are near 
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duplicates or not. If the bit-by-bit difference is lesser 

than or equal to the threshold )( BT , then the document 

is termed near duplicates and is discarded. Similarly the 
newly added web page is compared with all the other 
webpage fingerprints and if it is found that the newly 
added web page is not a near duplicate to any of the web 
pages then, the new page is selected and added to the 
database. 

Considering the following finger prints, in which 
one is that of the new webpage’s fingerprint and other is 
that of some other web page in the database,  

  
In the above fingerprints, the bit-by-bit difference 

fb
 

is 2 as the second and third bits are showing 
difference. Suppose, we provide threshold, 3BT , 
then  

Bf T b  (Threshold, BT = 3) 

Hence, the new web document is discarded as the 
web pages are near duplicates as the bit difference falls 
below the threshold set.  

Now consider the case, 

 

Here,  Bf T> b (Threshold, BT
 
= 3) 

Hence, the web document is selected and added to 
the database. 

4. Enhancement of Our Proposed Approach 

In databases that consist of large amount of web 
documents, it is a tedious process for our proposed 
approach and consumes time to find the near duplicates 
of the web page, where it compares with all other web 
pages in the database. In order to overcome this 
difficulty some specified web documents have to be 
selected based on some similarity measure and 
compared with those selected, rather than comparing 
with all the documents. Clustering is an effective 
mechanism to group large number of documents into 
small clusters according to a specified criterion. So, 
here, we select K-mode clustering [37] for grouping the 
web documents. We proceed by extracting the keywords 
from each of the web documents and then clustering on 
the basis of the keywords. New web page is grouped 
with a cluster which has most similarity. Finally, we 
have done the comparison procedure consists of 
previously specified filtering and near duplication 
technique. It is done only with the documents inside the 
cluster, which aiding in easy computation. The 
procedure used in the enhancement of our proposed 
approach in fig 4. 
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Fig.4. Procedure used in the Enhancement of our Proposed Approach 

4.1 Clustering Of Large Webpage Documents 

Clustering is the process of grouping the data according 
to some similarity measure. Here, the large web 
documents in the database are represented by a group of 
cluster so that near duplicate detection can be done only 
on the web pages given in the most relevant clusters. 
This process automatically reduces the time complexity 
compared with previous approaches. For clustering a 
large number of web documents, at first, we extract the 
keywords that are a set of significant words in a 
document describing the content of the web pages.  Let, 

}d.,…………d,d {  O n2,1s  represents the web page 

document obtained after the preprocessing steps, where, 
n  is the total number of web page documents. Then, 
keywords are extracted from each web page document 
denoted as, }k.,…………,k,k {=d wmw2w1i ,where m  is 

the total number of keywords in the we page 

document, id . Subsequently, for each keywords 

extracted from web page document id , we find the 

frequency of each unique 
keywords, )f,(k.,………),f ,(k),f,(k { =d lwl2 w21w1i

, Where l  

is the total number of unique keywords and lf  

corresponds to the frequency of the  l th  keyword. 

The unique keywords are sorted in the decreasing 
order with respect to the frequency of the keywords. 
Finally, we select the top f  keywords, called as 

representatives of each document ( iR ). Then, these 

representatives are used to find the cluster of large set of 
web documents. The basic steps used in clustering is 
described as: (1) Initialize k -centroids, one for each 
cluster, (2) Compute the similarity   kidRs li ,,2,1  ,,   of 

each k -centroids with the representatives of each web 

page document, (3) Assign web page document id to 

cluster lC whose similarity measure is high. (4) Update 

the k  representatives (5) Repeat Step 2 to step 4, until 
there is no movement of the web page documents 
between the clusters.  

4.2 Detection Of Near Duplicate Webpages 

After applying k -Means to large set of web documents, 
it result in ‘ k ’ number of clusters such a way that web 
documents belonging to each cluster have maximum 
similarity based on the keywords present in the 
respective documents. When a new crawled webpage is 
added, its similarity with all existing k  cluster 
representatives is checked and is added to the cluster 
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which has the most similarity. The advantage of 
incorporated clustering is ease of computation and 
saving time. Because, when a new webpage is added, it 
has to compare sentence level feature with only those in 
within a cluster, and not with all the web pages. After 
adding the new web page to the respective cluster, 
cascade filtering is employed using the sentence level 
extraction technique and the fingerprint. The resultant 
fingerprint of the new webpage is compared with other 
webpage fingerprints in the cluster and the bit-by-bit 
difference measure, fb  is calculated, which is the bit 
difference. If the calculated bit-by-bit difference 
measure fb

 
 is more than a preset threshold value BT

,
 

it is considered near duplicate web pages and neglected. 
Otherwise, the new webpage is added to the repository. 

5. Results and Discussion 

This section presents the results and discussion of the 
proposed approach to find the near-duplicate web pages. 
We experiment our proposed approach in a system 
configured with Intel core 2 duo processor, 3 GB RAM 

and 360 GB hard disk capacity. The approach is 
implemented using Net beans 6.9.1 IDE as the frontend 
and Microsoft access as the backend. The Program is 
coded using java programming language. The 
experimental results of the proposed approach are given 
in following sub-sections for the input dataset. The 
analysis of the experimental results have confirmed that 
our proposed approach is efficient and less time 
consuming in accordance with the experiments 
conducted.  
 
a.  Experimental results 

The sample of results obtained from each 
intermediate step of the proposed approach is given in 
this section. For providing sample results, we take 3 
web page documents from web crawling procedure. The 
web pages are initially subjected to preprocessing which 
includes stop word removal and stemming. 
Preprocessing results in webpage documents 
represented as a set of keywords. The web page 
documents and its keywords are given in the table 1. 

Table 1. Extracted keywords from the web documents 

Web page 
documents 

Keywords 

WP1 [adapt, learn, base, architecture, knowledge, reusable, intelligent, system, present, paper] 

WP2 [power, paper, learn, system, adapt, education, knowledge, crossroad, emerge, field] 
WP3 [learn, track, user, content, real, time, fine, grain, environ, order] 

 
At first, the total number of sentence in each of the 

web page document is computed and it is stored as 
sentence level feature. Then, the finger print of each 
document is obtained using the SimHash algorithm. The 
features extracted from the taken documents are given 
in the table 2 and table 3. 

Table  2. Sentence level feature of the web page 
documents 

Web Pages No. of Sentences 
Wp1 6 
Wp2 5 
Wp3 4 

Table 3. Fingerprints of each web documents 

Webpage Fingerprint 
Wp1 0001100000101111001010000000011100101110000110100011001000010100 
Wp2 0101111000110101011010100010101101010001000011010010010101000011 
Wp3 0100010001011010010011000011110000011101000101000010100101000011 

 
For detecting near duplicate web page detection, we 

take pnewW
 

 as newly added web page and then, 
webpage document undergo the cascade filtering 
process to check whether pnewW  is near duplicate 
web page or not. Cascade filtering technique is applied 

on the web pages in two levels, namely, sentence level 
feature extraction and the fingerprint comparison. In this 
first level of the cascade filtering, we consider only the 
sentence level features of the webpage documents. 
Here, comparison with respect to the sentence level 
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feature is made between the new webpage document 
and the features stored for other web pages. If the 
comparison result is valued lower than or equal to the 

provided threshold sT
,
, then such web page documents 

are considered for further processing and the rest of the 
webpage documents are discarded. 

Table 4. Features extracted from the newly added web page document. 

Web Page Keywords No. of Sentences 

Wpnew 
Queri,expans,method,summer,problem,feedback,system,unique,mo

nument,show 
4 

 
Here, from the table 4, the number of sentences in 

the new web page document (Wpnew) is 4 and threshold 
provided is 1. By comparing the feature stored in the 
database with Wpnew, Wp2  and Wp3 are taken for further 

processing because these two pages is more similar with 
the newly added web pages with respect to the sentence 
length. Then, we compute the fingerprint of the newly 
added web page document (Wpnew) shown in table 5. 

Table 5. Fingerprint of the new web document 

Webpage Fingerprint 
Wpnew 0101111000110101011010100010101101010001000011010010010101000100 

 
The next process is comparing the finger prints of 

each document that has been selected from the former 
process to the new web page document’s fingerprint. 
After finding the fingerprints of the newly added web 
document, comparison of the fingerprints is computed 
and processed under the basis of a pre-stored threshold 
value, BT

 
. A bit by bit comparison process is 

conducted for the detection of duplicates and near 
duplicates. 
 

 
 

The bit-by-bit difference between the new web page 
document and the other web pages are found out and 
total number of bit difference is computed. The bit-by-
bit difference value is compared with the predefined 
threshold  BT . If the bit difference value is less or equal 
to than the threshold, the web page is considered as a 
near duplicate webpage. By comparing the fingerprint 
of the Wpnew with theWp2 and Wp3, the bit by bit 

difference value exceeds the threshold value. Hence, 
Wpnew  is not considered as near duplicate web page and 
it is added to the database with it feature values. 
 
b. Performance evaluation 

For evaluating the performance of the proposed 
approach, we have used dataset that consists of a web 
page documents obtained through web crawling. It 
totally contains 100 web pages in which 21 web pages 
are duplicates. The performance of the proposed 
approach is evaluated with the help of evaluation 
metrics such as, Precision, Recall and F-measure. The 
accuracy is governed by these three factors defined as 
follows,  

detected.

detected.
)(Pr

duplicatesofNoTotal
duplicatestrueofNoPecision   

datasettheinduplicatesofNoTotal
ectedduplicatestrueofNoRcall

.

det.
)(Re   

RP
RPFmeasureF





2

)(
 
 

(1) Accuracy: The input dataset is given to the 
proposed approach to evaluate the accuracy that is 
calculated for different values of the sentence 
threshold )( sT . The computed values are plotted as a 
graph given in fig 5. From the graph, we can infer that 
the recall and the f-measure depend on the threshold set. 
Here, we can see that the precision remains the same 
even with the variation of the sentence threshold,

 
Ts . 

In addition to, we can conclude that when we increasing 
the threshold, the recall and the f-measure are 
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decreased. Hence, it is required to fix a threshold value 
such that web duplication detection is possible and also 
that the recall and the f-measure is high.  
 

 

Fig. 5. Performance evaluation of the cascade filtering 

(2) Computation Time: Time incurred in detection 
of near duplicates differ for different WebPages and 
also vary with the number of documents with which the 
new webpage document is compared. Near duplicates 
are found out by the comparison between the web 
documents in the database and the new webpage. So, 
time incurred usually vary with the number of webpage 
documents in the database. More number of documents 
in the database means that the new webpage have to be 
compared with more number of web documents. In the 
above case, three new web pages are taken and 
processed for near duplication with a fixed number of 
web documents in the database. The time response for 
each case is plotted. An illustration of performance by 
our proposed approach is described in fig 6. 
 

 

Fig. 6.  Computation time of cascade filtering.  

c. Performance evaluation of the clustering-based 
enhanced Approach 

The performance of the clustering-based approach is 
described in this sub-section. When we consider a large 
amount of dataset, the time consumed will be high to 
find the near duplicate web pages. So, in order to 
overcome this problem, we enhance our method making 
use of the clustering technique. It effectively reduces the 
total number documents given for the cascade filtering 
process. The result shows that the clustering results in 
making the method more efficient than the previous 
approach. In clustering, Web pages in the database are 
grouped into K number of clusters.  

(1) Accuracy: Accuracy of the proposed approach 
has improved using the clustering technique. Precision, 
recall and F-measure are calculated for different values 
of the sentence threshold and is plotted shown in fig 7. 
From the analysis of the graph above, we can see that 
precision remains the same even after the clustering 
process. Here also, we can see that recall and the f-
measure varies with the sentence threshold set. Though 
the recall and f-measure plots have almost the similar 
shapes before and after clustering, it is evident from the 
graph that after clustering, the values of the recall and 
the f-measure have increased to a greater level. From 
this, we can conclude that clustering results in increase 
of recall and f-measure values. 
  

 

Fig. 7. Accuracy of cascade filtering with clustering. 

(2) Computation Time: Time incurred has also 
significantly reduced using the clustering technique. An 
illustration of performance by our proposed approach 
for different cases is described below. After the 
clustering process, near duplicates are found out by the 
comparison between the web documents in the 
respective cluster and the new webpage. Hence, the 
number of comparisons is less so that the time incurred 
to find duplicates is also reduced. From the graph, it is 
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evident that the time incurred has significantly reduced 
after the use of the clustering   technique. 
 

 

Fig. 8. Computation time of cascade filtering with clustering. 

5. Conclusion 

Near-duplicate web pages pose a serious threat to the 
web crawling community and have become the prime 
concern for the web search engines. Near duplicates 
increase the cost of serving results, incur large amount 
of space to store the indexes and ultimately slows down 
the result, hence affecting both the accuracy and the 
time for execution. It also results in making the query 
result less appropriate to the users. There has been a 
plenty of algorithms designed for the detection of near 
duplicate detection based on similarity scores and 
signatures. In this paper, we have proposed an efficient 
method for detecting the near duplicates using both the 
sentence level features and the fingerprint technique. 
These two techniques act as cascade filters and are 
applied to the preprocessed web page documents. When 
large number of documents is considered, we have 
enhanced our approach using clustering for attainment 
of better results in less computation time. The 
experimental results have proved that the proposed 
approach is efficient in both accuracy and time incurred.  
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