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Abstract

In this paper, we develop an improved ranking strategy for fuzzy multiple attribute group decision making.
First, we introduce a method for multiple attribute group decision making and show that method can not
choose the best alternative, when S(P̃i ⊖ P̃j) = 0 and P̃i ̸= P̃j. We define then a k-order deviation of the
fuzzy sets and propose an improved ranking strategy, we also propose an improved method for fuzzy
multiple attribute group decision making. Finally, the results of a numerical example demonstrate the
effectiveness of this new method.
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1. Introduction

Multiple attribute decision making (MADM) prob-
lems are wide spread in real-life decision making
situation 1. A multiple attribute decision making
problem is to find a desirable solution from a finite
number of feasible alternatives assessed on multiple
attributes, both quantitative and qualitative. In order
to choose a desirable solution, decision maker often
provide his/her preference information which takes
the form of numerical values, such as exact values,
interval number values and fuzzy numbers. How-
ever, under many conditions, numerical values are
inadequate or insufficient to model real-life decision
problems. Indeed, human judgments including pref-
erence information may be stated in linguistic terms.
Thus, multiple attribute decision making problems
under linguistic environment is an interesting re-
search topic having received more and more atten-

tion from researchers during the last several years.
In the process of multiple attribute decision making,
the linguistic decision information needs to be ag-
gregated by means of some proper approaches so as
to rank the given decision alternatives and then to se-
lect the most desirable one. Wang et al. 14 presented
the Up and Lo operators which satisfy the partial
ordering relations of fuzzy numbers for generaliz-
ing the TOPSIS for handling fuzzy multiple-criteria
group decision making problems. Liao et al. 6 pre-
sented a model for selecting an ERP system based on
linguistic information processing. Chou et al. 5 at-
tempted to fill the gap in the current literature by es-
tablishing a fuzzy multiple-criteria decision making
(FMCDM) model for the risk evaluation of invest-
ment location. Pei et al. 11,12 presented linguistic
weighted aggregation operator to handle fuzzy risk
analysis. Zhang et al. 19 presented a method to han-
dle fuzzy group decision making based on house of
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quality for multi-format and multi-granularity lin-
guistic judgments in quality function deployment.
Rodrı́guez et al. 13 presented a multicriteria linguis-
tic decision making model in which experts provide
their assessments by eliciting linguistic expressions.
The decision model manages such linguistic expres-
sions by means of its representation using hesitant
fuzzy linguistic term sets. Martı́nez et al. 8 made an
overview on the 2-tuple linguistic model for com-
puting with words in decision making: extensions,
applications and challenges.

In recent years, some researchers handle fuzzy
multiple attribute group decision making problems
using OWA operators. Yager 17 presented the or-
dered weighted averaging (OWA) aggregation oper-
ators to handle decision making problems. Yager
and Filev 18 extended the OWA operators to present
the induced ordered weighted averaging (IOWA) op-
erators. Chiclana et al. 3 presented induced ordered
weighted averaging operators for handling group de-
cision making problems based on fuzzy preference
relations. Palomares et al. 10 studied the concept of
groups attitude towards consensus, and presented a
consensus model that integrates it in the measure-
ment of consensus, through an extension of OWA
aggregation operators, the so-called Attitude-OWA.
Chen et al. 4 presented a method for handling mul-
ticriteria fuzzy decision making problems using FN-
IOWA operators. Xu 16 presented induced uncer-
tain linguistic OWA (IULOWA) operators for han-
dling group decision making problems. Chen et al.
2 present a new approach for fuzzy multiple attribute
group decision making based on the proposed fuzzy
induced ordered weighted averaging (FIOWA) op-
erators. Merigo et al. 7 developed a new deci-
sion making model using the Dempster-Shafer (D-
S) belief structure when available information is un-
certain and can be assessed with interval numbers.
Wei 15 presented a method based on the ET-WG
and ET-OWG operators for multiple attribute group
decision-making, in the approach, alternative ap-
praisal values are calculated by the aggregation of
2-tuple linguistic information. Su et al. 9 developed
an approach based on the induced generalized in-
tuitionistic fuzzy ordered weighted averaging (IG-
IFOWA) and intuitionistic fuzzy weighted averaging

(IFWA) operators to solve multiple attribute group
decision making (MAGDM) problems with intu-
itionistic fuzzy information. In this paper, we focus
on Chen’s method 2. We find that this method can
not choose the best alternative, when S(P̃i ⊖ P̃j) = 0
and P̃i ̸= P̃j. In order to solve this problem, we de-
velop an improved ranking strategy. We define the
k-order deviation of the fuzzy sets, and prove two
important theorems. An improved method for fuzzy
multiple attribute group decision making is then pro-
posed.

The rest of this paper is organized as follows. In
Section 2, we briefly review the ranking strategy of
Chen’s method 2 and show “6s ” is not an partial or-
der relation of fuzzy sets. In Section 3, an improved
ranking is proposed. In Section 4, we develop an
improved method for fuzzy multiple attribute group
decision making. In Section 5, we give an illustra-
tive example to verify the developed approach and
to demonstrate its feasibility and practicality. The
conclusions are discussed in Section 6.

2. Fuzzy Multiple Attribute Group Decision
Making Based on FIOWA Operators

We consider a finite and totally ordered discrete lin-
guistic label set S = {si|i =−m, · · · ,−1,0,1 · · · ,m},
where m is a positive integer, si represents
a possible value for a linguistic variable and
satisfies si > s j if i > j. For example, a
set of nine terms S could be S = {s−4 =
extremely poor,s−3 = very poor,s−2 = poor,s−1 =
slightly poor,s0 = f air,s1 = slightly good,s2 =
good,s3 = very good,s4 = extremely good}.

Definition 1. 2 Let P̃1 = a1/sB1 + a2/sB2 + · · ·+
an/sBn , P̃2 = b1/sB1 + b2/sB2 + · · ·+ bn/sBn , be two
fuzzy sets, where B1,B2, · · · ,Bn are integers, B1 <
B2 < · · · < Bn, sB1 < sB2 < · · · < sBn , ai denotes the
grade of membership of sBi in the fuzzy set P̃1, b j
denotes the grade of membership of sB j in the fuzzy
set P̃2, ai ∈ [0,1], b j ∈ [0,1], 1 6 i 6 n and 1 6 j 6 n.

The addition operation between the fuzzy sets P̃1
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and P̃2 is

P̃1 ⊕ P̃2 = (a1/sB1 +a2/sB2 + · · ·+an/sBn)

⊕(b1/sB1 +b2/sB2 + · · ·+bn/sBn)

= (a1 +b1)/sB1 +(a2 +b2)/sB2

+ · · ·+(an +bn)/sBn . (1)

The multiplication operation between α and P̃1
is

α ⊗ P̃1 = α ⊗ (a1/sB1 +a2/sB2 + · · ·+an/sBn)

= (α ×a1)/sB1 +(α ×a2)/sB2

+ · · ·+(α ×an)/sBn . (2)

Definition 2. 2 A fuzzy induced OWA operator is
defined as follows:

FFIOWA(⟨u1, s̃1⟩,⟨u2, s̃2⟩, · · · ,⟨un, s̃n⟩)
= w1S̃b1 ⊕w2S̃b2 ⊕·· ·⊕wnS̃bn, (3)

where W=(w1,w2, · · · ,wn)
T is a weighting vector,

such that w j ∈ [0,1], ∑n
j=1 w j = 1. ui in the OWA

pair ⟨ui, s̃i⟩ is called the order inducing variable, s̃i is
called the uncertain linguistic argument variable, S̃b j
is the value of the OWA pair having the jth largest
order inducing u value, 1 6 i 6 n, and 1 6 j 6 n.

Definition 3. 2 Let P̃1 = a1/sB1 + a2/sB2 + · · ·+
an/sBn and P̃2 = b1/sB1 + b2/sB2 + · · ·+ bn/sBn be
two fuzzy sets, where B1,B2, · · · ,Bn are integers,
B1 < B2 < · · ·< Bn, sB1 < sB2 < · · ·< sBn , ai denotes
the grade of membership of sBi in the fuzzy set P̃1 ,b j
denotes the grade of membership of sB j in the fuzzy
set P̃2, ai ∈ [0,1], b j ∈ [0,1], 1 6 i 6 n and 1 6 j 6 n.
Then, the score S(P̃1⊖P̃2) of the weighted difference
of the membership values between the fuzzy sets P̃1
and P̃2 is defined by

S(P̃1 ⊖ P̃2) = (a1/sB1 + · · ·+an/sBn)

⊖(b1/sB1 + · · ·+bn/sBn)

= B1 × (a1 −b1)+B2 × (a2 −b2)

+ · · ·+Bn × (an −bn). (4)

Formally, the above definition provides an order
relation between two fuzzy sets on linguistic term
set.

Definition 4. 2 Let P̃1, P̃2 and P̃3 be three fuzzy
sets in the universe of discourse U , where U =
{sB1 ,sB2 , · · · ,sBn}. If S(P̃1 ⊖ P̃1) > S(P̃1 ⊖ P̃2), then
P̃1 6 P̃2. If S(P̃1 ⊖ P̃2) > S(P̃1 ⊖ P̃3), then P̃2 6
P̃3. If S(P̃1 ⊖ P̃1) > S(P̃1 ⊖ P̃2) and S(P̃1 ⊖ P̃2) >
S(P̃1 ⊖ P̃3), then P̃1 6 P̃2 6 P̃3, mini=1,2,3(P̃i) = P̃1,
maxi=1,2,3(P̃i) = P̃3.

Next, we analyze Chen’s method, and find that
it can not choose the best alternative, when S(P̃i ⊖
P̃j) = 0 and P̃i ̸= P̃j.

Theorem 1. For any fuzzy set P̃i = c1/sB1 +

c2/sB2 + · · ·+ cn/sBn , P̃j = d1/sB1 + d2/sB2 + · · ·+
dn/sBn and P̃k = e1/sB1 + e2/sB2 + · · ·+ en/sBn on
U = {sB1 ,sB2 , · · · ,sBn}, “ 6s ” satisfies reflexivity
and transitivity, i.e., (1) Reflexivity: P̃i 6s P̃i; (2)
Transitivity: If P̃i 6s P̃j, P̃j 6s P̃k, then P̃i 6s P̃k.
Proof. (1) Due to S(P̃i⊖P̃i)6 S(P̃i⊖P̃i)= 0, P̃i 6s P̃i

is obvious.
(2) P̃i 6s P̃j if and only if S(P̃i⊖ P̃j)6 0, P̃j 6s P̃k

if and only if S(P̃j ⊖ P̃k) 6 0. S(P̃i ⊖ P̃j) = B1 ×
(c1 −d1)+B2 × (c2 −d2)+ · · ·+Bn × (cn −dn) and
S(P̃j ⊖ P̃k) = B1 × (d1 − e1)+B2 × (d2 − e2)+ · · ·+
Bn × (dn − en). Hence, S(P̃i ⊖ P̃j) + S(P̃j ⊖ P̃k) =
(B1 × (c1 − d1)+B2 × (c2 − d2)+ · · ·+Bn × (cn −
dn))+ (B1 × (d1 − e1)+B2 × (d2 − e2)+ · · ·+Bn ×
(dn − en)) = (B1 × (c1 − d1) + B1 × (d1 − e1)) +
(B2 × (c2 −d2)+B2 × (d2 −e2))+ · · ·+(Bn × (cn −
dn)+Bn × (dn − en)) = B1 × (c1 − e1)+B2 × (c2 −
e2) + · · ·+ Bn × (cn − en) = S(P̃i ⊖ P̃k). So S(P̃i ⊖
P̃k) = S(P̃i ⊖ P̃j)+S(P̃j ⊖ P̃k)6 0, hence, P̃i 6s P̃k.

Thus “ 6s ” is a pre-order relation of fuzzy sets.

Example 1. Let P̃1, P̃2, P̃3 and P̃4 be
four evaluating values of the alternatives x1,x2,x3
and x4, which are fuzzy sets on S, i.e., P̃1 =
0.045/s−1+0.165/s0+0.4/s1+0.25/s2+0.14/s3,
P̃2 = 0.14/s0 + 0.17/s1 + 0.315/s2 + 0.285/s3 +

0.09/s4, P̃3 = 0.08/s−2 + 0.06/s−1 + 0.225/s0 +

0.35/s1 + 0.14/s2 + 0.1/s3 + 0.045/s4 and P̃4 =
0.15/s0 +0.15/s1 +0.36/s2 +0.215/s3 +0.125/s4.
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According to Eq.(4), we have

S(P̃1 ⊖ P̃1) = 0,S(P̃1 ⊖ P̃2) =−0.74,

S(P̃1 ⊖ P̃3) = 0.37,S(P̃1 ⊖ P̃4) =−0.74.

Clearly, S(P̃1 ⊖ P̃2) = S(P̃1 ⊖ P̃4) < S(P̃1 ⊖ P̃1) <

S(P̃1⊖ P̃3). In this example, we can see that P̃2 6s P̃4

and P̃4 6s P̃2, but P̃2 ̸= P̃4. So, “ 6s ” is not an partial
order relation of fuzzy sets. So, we can not select
the most desirable one from the alternatives x2 and
x4.

3. An Improved Ranking Strategy

In this section, in order to solve the above problem,
we provide an improved ranking strategy.

Definition 5. Let P̃ = a1/sB1 +a2/sB2 + · · ·+an/sBn

be a fuzzy set, where B1,B2, · · · ,Bn are integers,
B1 < B2 < · · · < Bn, sB1 < sB2 < · · · < sBn , ai de-
notes the grade of membership of sBi in the fuzzy set
P̃, ai ∈ [0,1], 1 6 i 6 n. Then, the expectation of the
fuzzy set P̃ is defined by

E(P̃) = a1 ×B1 +a2 ×B2 + · · ·+an ×Bn. (5)

For any fuzzy set P̃i = c1/sB1 + c2/sB2 + · · ·+
cn/sBn and P̃j = d1/sB1 + d2/sB2 + · · ·+ dn/sBn on
U = {sB1 ,sB2 , · · · ,sBn}, obviously E(P̃i) = E(P̃j) if
and only if S(P̃i ⊖ P̃j) = 0.

Example 2. Let P̃1 and P̃2 be two evaluating values
of the alternatives x1 and x2, which are fuzzy sets
on S, i.e., P̃1 = 0.035/s−1 + 0.165/s0 + 0.45/s1 +

0.25/s2 + 0.1/s3 and P̃2 = 0.38/s0 + 0.315/s1 +
0.2/s2 +0.1/s3 +0.05/s4.

According to Eq.(4), we have
S(P̃1⊖ P̃2) = (0.035/s−1+0.165/s0+0.45/s1+

0.25/s2 +0.1/s3)⊖ (0.38/s0 +0.315/s1 +0.2/s2 +
0.1/s3 + 0.05/s4) = (−1) × (0.035 − 0) + 0 ×
(0.165 − 0.38) + 1 × (0.45 − 0.315) + 2 × (0.25 −
0.2)+3× (0.1−0.1)+4× (0−0.05) = 0.

According to Eq.(5), we have
E(P̃1) = 0.035× (−1)+ 0.165× 0+ 0.45× 1+

0.25 × 2 + 0.1 × 3 = 1.215, E(P̃2) = 0.38 × 0 +

0.315 × 1 + 0.2 × 2 + 0.1 × 3 + 0.05 × 4 = 1.215,
E(P̃1) = E(P̃2).

Definition 6. Let P̃ = a1/sB1 +a2/sB2 + · · ·+an/sBn

be a fuzzy set, where B1,B2, · · · ,Bn are integers,
B1 < B2 < · · ·< Bn, sB1 < sB2 < · · ·< sBn , ai denotes
the grade of membership of sBi in the fuzzy set P̃ ,
ai ∈ [0,1], 1 6 i 6 n. Then, the k-order deviation of
the fuzzy set P̃ is defined by

Dk(P̃) = a1 × (B1 −E(P̃))k +a2 × (B2 −E(P̃))k

+ · · ·+an × (Bn −E(P̃))k, (6)

where k is a positive integer, k ∈ N+.

Theorem 2. For any fuzzy set P̃i = a1/sB1 +

a2/sB2 + · · · + an/sBn , P̃j = b1/sB1 + b2/sB2 +
· · · + bn/sBn on U = {sB1 ,sB2 , · · · ,sBn}, where
B1,B2, · · · ,Bn are integers, B1 < B2 < · · · < Bn,
sB1 < sB2 < · · ·< sBn , E(P̃i) = E(P̃j). If E(P̃i) ̸= Bk,
for all k ∈ {1,2, · · · ,n}, then P̃i = P̃j if and only if
for any k, Dk(P̃i) = Dk(P̃j), where k ∈ {1,2, · · · ,n}.
Proof. “ =⇒ ” Obviously.

“ ⇐= ” Suppose Dk(P̃i) = Dk(P̃j) for all k ∈
{1,2, · · · ,n}, let E = E(P̃i), xm = am − bm for all
m ∈ {1,2, · · · ,n}, i.e.,

(B1 −E)× x1+ · · ·+(Bn −E)× xn = 0,
(B1 −E)2 × x1+ · · ·+(Bn −E)2 × xn = 0,

· · ·
(B1 −E)n × x1+ · · ·+(Bn −E)n × xn = 0.

(7)

We see that it is a homogeneous system of linear
equations, where (a1 − b1), · · · ,(an − bn) are un-
known. The coefficient matrix is

A =


(B1 −E) (B2 −E) · · · (Bn −E)
(B1 −E)2 (B2 −E)2 · · · (Bn −E)2

...
...

. . .
...

(B1 −E)n (B2 −E)n · · · (Bn −E)n

 ,

we get

|A|= (B1 −E)×·· ·× (Bn −E)×∣∣∣∣∣∣∣∣∣
1 1 · · · 1

(B1 −E) (B2 −E) · · · (Bn −E)
...

...
. . .

...
(B1 −E)(n−1) (B2 −E)(n−1) · · · (Bn −E)(n−1)

∣∣∣∣∣∣∣∣∣ .
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Clearly, the right determinant is a vandermonde de-
terminant, so

|A| = (B1 −E)×·· ·× (Bn −E)×
∏

16 j<i6n
((Bi −E)− (B j −E)).

Because of E ̸= Bk, we get (Bk − E) ̸= 0, for all
k ∈ {1,2, · · · ,n}, and (Bi −E) ̸= (B j −E), for any
i, j ∈ {1,2, · · · ,n}. So, |A| ̸= 0. Thus Eq.(7) has
only null solution, we get (al −bl) = 0 for l =1 to n.
So, P̃i = P̃j.

Definition 7. Let P̃1 = a1/sB1 + a2/sB2 + · · · +
an/sBn , P̃2 = b1/sB1 + b2/sB2 + · · ·+ bn/sBn be two
fuzzy sets in the universe of discourse U , where
U = {sB1 ,sB2 , · · · ,sBn}, where B1,B2, · · · ,Bn are in-
tegers, B1 <B2 < · · ·<Bn, sB1 < sB2 < · · ·< sBn , and
E(P̃1) = E(P̃2). (1) Assume E(P̃1) ̸= Bi, for all i ∈
{1,2, · · · ,n}, if Dk(P̃1)<Dk(P̃2), where k is the min-
imum positive integer such that Dk(P̃1) ̸= Dk(P̃2),
then P̃1 > P̃2. (2) Assume E(P̃1) = Bi, where i is an
integer and i ∈ {1,2, · · · ,n}, if ai > bi, then P̃1 > P̃2,
if ai < bi, then P̃1 < P̃2, if ai = bi, it is similar to (1).

Example 3. (1) Let P̃1 and P̃2 be two evaluating val-
ues of the alternatives x1 and x2, which are fuzzy sets
on S, i.e., P̃1 = 0.035/s−1 + 0.165/s0 + 0.45/s1 +

0.25/s2 + 0.1/s3 and P̃2 = 0.38/s0 + 0.315/s1 +
0.2/s2 +0.1/s3 +0.05/s4.

According to Eq.(5), we have E(P̃1) = E(P̃2) =

1.215. So, calculate the k-order deviation Dk(P̃1)

and Dk(P̃2) of P̃1 and P̃2, get D1(P̃1) = D1(P̃2) = 0,
D2(P̃1) = 0.90877501,D2(P̃2) = 1.40520513, since
D2(P̃1)< D2(P̃2), we get P̃1 > P̃2.

(2) Let P̃3 and P̃4 be two evaluating values of the
alternatives x3 and x4, which are fuzzy sets on S, i.e.,
P̃3 = 0.2/s−1+0.15/s0+0.3/s1+0.2/s2+0.1/s3+

0.05/s4 and P̃4 = 0.2/s−1 + 0.05/s0 + 0.4/s1 +
0.25/s2 +0.1/s3.

According to Eq.(5), we have E(P̃3) = E(P̃4) =

1. Since 0.3 < 0.4, we get P̃3 < P̃4.

Theorem 3. Let P̃1, P̃2 and P̃3 be three fuzzy
sets in the universe of discourse U, where U =
{sB1 ,sB2 , · · · ,sBn}, where U = {sB1 ,sB2 , · · · ,sBn},
where B1,B2, · · · ,Bn are integers, B1 < B2 < · · · <

Bn, sB1 < sB2 < · · ·< sBn . Assume E(P̃1) = E(P̃2) =

E(P̃3). If P̃1 > P̃2 and P̃2 > P̃3, then P̃1 > P̃3.

Proof. (1) Suppose E(P̃1) ̸= Bi, for all i ∈
{1,2, · · · ,n}, since P̃1 > P̃2, so Dk1(P̃1) < Dk1(P̃2),
where k1 is the minimum positive integer such that
Dk1(P̃1) ̸= Dk1(P̃2). Since P̃2 > P̃3, so Dk2(P̃2) <

Dk2(P̃3), where k2 is the minimum positive integer
such that Dk2(P̃2) ̸= Dk2(P̃3). If k2 > k1, Dk1(P̃1) <

Dk1(P̃2) = Dk1(P̃3), so Dk1(P̃1) < Dk1(P̃3) and k1 is
the minimum positive integer such that Dk1(P̃1) ̸=
Dk1(P̃3), then P̃1 > P̃3. If k2 = k1, Dk1(P̃1) <

Dk1(P̃2) < Dk1(P̃3), so Dk1(P̃1) < Dk1(P̃3) and k1 is
the minimum positive integer such that Dk1(P̃1) ̸=
Dk1(P̃3), then P̃1 > P̃3. If k2 < k1, Dk2(P̃1) =

Dk2(P̃2) < Dk2(P̃3), so Dk2(P̃1) < Dk2(P̃3) and k2 is
the minimum positive integer such that Dk2(P̃1) ̸=
Dk2(P̃3), then P̃1 > P̃3.

(2) Suppose E(P̃1) = Bi, i is an integer and i ∈
{1,2, · · · ,n}, if ai ̸= bi, it is obvious, if ai = bi, it is
similar to (1).

4. The Improved Method for Fuzzy Multiple
Attribute Group Decision Making

In this section, first, we propose an improved
method for fuzzy multiple attribute group decision
making. Then, compare the improved method with
Chen’s method 2.

The improved method: Assume that there
are n alternatives x1,x2, · · · ,xn and m attributes
f1, f2, · · · , fm. Assume that there are g decision mak-
ers D1,D2, · · · , Dg. Let H = [h1,h2, · · · ,hg]

T be the
weighting vector of the decision makers, where hi
denotes the weight of the decision maker Di, 1 6
i 6 g and ∑g

i=1 hi = 1. Let V = [v1,v2, · · · ,vm]
T be

the weighting vector of the attributes, where vi de-
notes the weight of the attribute fi, 1 6 i 6 m and
∑m

i=1 vi = 1. The proposed algorithm for fuzzy group
decision making is now presented as follows:

Step 1: Construct the fuzzy evaluating matrix
F̃k for the decision maker Dk with respect to the at-
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tribute fi of the alternative x j, shown as follows:

F̃k =


x1 x2 · · · xn

f1 f̃ k
11 f̃ k

12 · · · f̃ k
1n

f2 f̃ k
21 f̃ k

22 · · · f̃ k
2n

...
...

...
. . .

...
fm f̃ k

m1 f̃ k
m2 · · · f̃ k

mn

,

where, 1 6 i 6 m, 1 6 j 6 n, 1 6 k 6 g and f̃ k
i j is a

fuzzy set.
Step 2: Assume that the weighting vector W =

[w1,w2, · · · ,wk]
T . Based on the weighting vector

W and the fuzzy evaluating matrix F̃k, calculate the
weighted value Z̃i j of the attribute fi of the alterna-
tive x j by using the FIOWA operators, where

Z̃i j = FFIOWA(⟨h1, f̃ 1
i j⟩,⟨h2, f̃ 2

i j⟩, · · · ,⟨hk, f̃ k
i j⟩)

= w1 f̃
′1
i j ⊕w2 f̃

′2
i j ⊕·· ·⊕wk f̃

′k
i j , (8)

1 6 i 6 m,1 6 j 6 n,1 6 k 6 g, hk denotes the
weighting vector of the decision maker Dk. f̃

′k
i j is

the value of the OWA pair having the kth largest or-
der inducing h value.

Step 3: Assume that the weighting vector R =
[r1,r2, · · · ,ri]

T . Based on the weighting vector R and
the weighted value Z̃i j, calculate the score Ẽ j of the
alternative x j, and we get

Ẽ j = FFIOWA(⟨v1, Z̃1 j⟩,⟨v2, Z̃2 j⟩, · · · ,⟨vi, Z̃i j⟩)
= r1Z̃′

1 j ⊕ r2Z̃′
2 j ⊕·· ·⊕ riZ̃′

i j, (9)

where 1 6 i 6 m, 1 6 j 6 n. vi denotes the weight
of the attribute fi. Z̃′

i j is the value of the OWA pair
having the ith largest order inducing v value.

Step 4: Based on Eq.(5), calculate the score
E(Ẽi) of Ẽi, where 1 6 i 6 n.

Step 5: Sort the values of E(Ẽ1),E(Ẽ2),· · · ,
and E(Ẽn) in a descending sequence. Let T =

{Ẽi|E(Ẽi) > E(Ẽ j), j ̸= i,1 6 i, j 6 n}. If |T | = 1,
the most desirable alternative is xi. If |T | > 2,
based on definition 6, calculate the k-order deviation
Dk(Ẽ j) of Ẽ j, where Ẽ j ∈ T , and based on definition
7, select the desirable Ẽk, thus the best alternative is
xk.

Step 1-3 are the same as Chen’s method 2, the
ranking strategy of Chen’s method 2 is to calculate

the score S(Ẽ1 ⊖ Ẽ j) of the weighted difference of
membership values between Ẽ1 and Ẽ j, where 1 6
j 6 n. Then based on definition 4 select the best Ẽ j,
the corresponding x j is the best alternative, where
16 j 6 n. Let B= {Ẽi|S(Ẽ1⊖Ẽi)6 S(Ẽ1⊖Ẽ j)), j ̸=
i,16 i, j 6 n}, when |B|> 2, Chen’s method can not
choose the best alternative. So, in the previous sec-
tion, we proposed an improved ranking strategy, it
is an alternative method to solve this problem, the
improved method is a more complete manner than
Chen’s method 2.

5. Numerical Example

In this section, we use an example to illustrate the
proposed method for handling fuzzy group decision
making problems.

Example 4. Assume that there are five alternatives
x1, x2, x3, x4 and x5 and there are three decision
makers D1, D2 and D3 who want to choose the
best alternative among x1, x2, x3, x4 and x5. As-
sume that there are four attributes, i.e., the risk
analysis (denoted by f1), the growth analysis (de-
noted by f2), the social-political impact analysis (de-
noted by f3) and the environmental impact analysis
(denoted by f4). Assume that the weighting vec-
tor H of the decision makers is shown as follows:
H = [h1,h2,h3]

T = [0.5,0.3,0.2]T . Assume that the
weighting vector V of the four attributes is shown
as follows: V = [v1,v2,v3,v4]

T = [0.3,0.4,0.2,0.1]T .
Assume that the fuzzy evaluating values of the alter-
natives given by the decision makers with respect to
different attributes are as follows:

Step 1: Construct the fuzzy evaluating matrix
F̃k for the decision maker Dk with respect to the
attribute fi of the alternative x j, where 1 6 k 6 3,
1 6 i 6 4, 1 6 j 6 5 shown as follows:

F̃1 =


x1 x2 x3 x4 x5

f1 f̃ 1
11 f̃ 1

12 f̃ 1
13 f̃ 1

14 f̃ 1
15

f2 f̃ 1
21 f̃ 1

22 f̃ 1
23 f̃ 1

24 f̃ 1
25

f3 f̃ 1
31 f̃ 1

32 f̃ 1
33 f̃ 1

34 f̃ 1
35

f4 f̃ 1
41 f̃ 1

42 f̃ 1
43 f̃ 1

44 f̃ 1
45

,
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F̃2 =


x1 x2 x3 x4 x5

f1 f̃ 2
11 f̃ 2

12 f̃ 2
13 f̃ 2

14 f̃ 2
15

f2 f̃ 2
21 f̃ 2

22 f̃ 2
23 f̃ 2

24 f̃ 2
25

f3 f̃ 2
31 f̃ 2

32 f̃ 2
33 f̃ 2

34 f̃ 2
35

f4 f̃ 2
41 f̃ 2

42 f̃ 2
43 f̃ 2

44 f̃ 2
45

,

F̃3 =


x1 x2 x3 x4 x5

f1 f̃ 3
11 f̃ 3

12 f̃ 3
13 f̃ 3

14 f̃ 3
15

f2 f̃ 3
21 f̃ 3

22 f̃ 3
23 f̃ 3

24 f̃ 3
25

f3 f̃ 3
31 f̃ 3

32 f̃ 3
33 f̃ 3

34 f̃ 3
35

f4 f̃ 3
41 f̃ 3

42 f̃ 3
43 f̃ 3

44 f̃ 3
45

,

where f̃ 1
11 = 0.5/s1 +0.5/s2, f̃ 1

12 = 0.5/s2 +0.5/s3,
f̃ 1
13 = 0.5/s−1 + 0.5/s0, f̃ 1

14 = 0.5/s2 + 0.5/s3,
f̃ 1
15 = 0.5/s0 + 0.5/s1 + 0.5/s2, f̃ 1

21 = 0.5/s1 +

0.5/s3, f̃ 1
22 = 0.5/s0 + 0.5/s1, f̃ 1

23 = 0.5/s−2 +

0.5/s1, f̃ 1
24 = 0.5/s0 + 0.5/s1, f̃ 1

25 = 0.5/s3 +

0.25/s4, f̃ 1
31 = 0.5/s2 + 0.5/s3, f̃ 1

32 = 0.5/s0 +

0.5/s2, f̃ 1
33 = 0.5/s1 + 0.5/s3, f̃ 1

34 = 0.5/s−1 +

0.5/s0, f̃ 1
35 = 0.5/s2+0.5/s3, f̃ 1

41 = 0.5/s1+0.5/s3,
f̃ 1
42 = 0.5/s0 + 0.5/s2, f̃ 1

43 = 0.5/s1 + 0.5/s2, f̃ 1
44 =

0.5/s3 + 0.5/s4, f̃ 1
45 = 0.5/s2, f̃ 2

11 = 0.5/s0 +

0.5/s1, f̃ 2
12 = 0.5/s3 + 0.5/s4, f̃ 2

13 = 0.5/s0 +

0.5/s1, f̃ 2
14 = 0.5/s1+0.5/s2, f̃ 2

15 = 0.5/s0+0.5/s2,
f̃ 2
21 = 0.5/s1 + 0.5/s2, f̃ 2

22 = 0.5/s2 + 0.5/s3, f̃ 2
23 =

0.5/s0 + 0.5/s1, f̃ 2
24 = 0.5/s−1 + 0.5/s1, f̃ 2

25 =

0.5/s2, f̃ 2
31 = 0.5/s0 + 0.5/s1, f̃ 2

32 = 0.5/s1 +

0.5/s2, f̃ 2
33 = 0.5/s2 + 0.5/s3, f̃ 2

34 = 0.5/s0 +

0.5/s2, f̃ 2
35 = 0.5/s1 + 0.5/s3, f̃ 2

41 = 0.5/s0 +

0.5/s2, f̃ 2
42 = 0.5/s1 + 0.5/s2, f̃ 2

43 = 0.5/s2 +

0.5/s3, f̃ 2
44 = 0.5/s2 + 0.5/s3, f̃ 2

45 = 0.5/s1 +

0.5/s2 f̃ 3
11 = 0.5/s−1 + 0.5/s0, f̃ 3

12 = 0.5/s3 +

0.5/s4, f̃ 3
13 = 0.5/s1+0.5/s2, f̃ 3

14 = 0.5/s3+0.5/s4,
f̃ 3
15 = 0.5/s0 + 0.5/s1 + 0.5/s2, f̃ 3

21 = 0.5/s1 +

0.5/s2, f̃ 3
22 = 0.5/s2 + 0.2/s3, f̃ 3

23 = 0.5/s0 +

0.5/s1, f̃ 3
24 = 0.5/s1 + 0.5/s3, f̃ 3

25 = 0.5/s2 +

0.5/s3, f̃ 3
31 = 0.5/s0 + 0.5/s1, f̃ 3

32 = 0.5/s1 +

0.5/s2, f̃ 3
33 = 0.5/s2 + 0.5/s4, f̃ 3

34 = 0.5/s1 +

0.5/s2, f̃ 3
35 = 0.5/s3+0.5/s4, f̃ 3

41 = 0.5/s1+0.5/s2,
f̃ 3
42 = 0.5/s1 + 0.5/s3, f̃ 3

43 = 0.5/s3 + 0.5/s4, f̃ 3
44 =

0.5/s0 +0.5/s2, f̃ 3
45 = 0.5/s2 +0.5/s3 +0.5/s4.

Step 2: Assume that the weighting vector W =

[w1,w2,w3]
T = [0.4,0.3,0.3]T . Based on Eq.(8), we

get the value Z̃i j by using the FIOWA operators
shown as follows:

Z̃i j = FFIOWA(⟨h1, f̃ 1
i j⟩,⟨h2, f̃ 2

i j⟩,⟨h3, f̃ 3
i j⟩)

= w1 f̃
′1
i j ⊕w2 f̃

′2
i j ⊕w3 f̃

′3
i j ,

where f̃
′k
i j is the value of the OWA pair having the kth

largest order inducing h value, 1 6 i 6 4, 1 6 j 6 5,
1 6 k 6 3. The results are shown as follows:
Z̃11 = 0.15/s−1 + 0.3/s0 + 0.35/s1 + 0.2/s2,
Z̃21 = 0.5/s1 + 0.3/s2 + 0.2/s3, Z̃31 = 0.3/s0 +

0.3/s1+0.2/s2+0.2/s3, Z̃41 = 0.15/s0+0.35/s1+

0.3/s2 + 0.2/s3, Z̃12 = 0.2/s2 + 0.5/s3 + 0.3/s4,
Z̃22 = 0.2/s0 + 0.2/s1 + 0.3/s2 + 0.3/s3, Z̃32 =

0.2/s0 + 0.3/s1 + 0.5/s2, Z̃42 = 0.2/s0 + 0.3/s1 +

0.35/s2 + 0.15/s3, Z̃13 = 0.2/s−1 + 0.35/s0 +

0.3/s1 + 0.15/s2, Z̃23 = 0.2/s−2 + 0.3/s0 +

0.5/s1, Z̃33 = 0.2/s1 + 0.3/s2 + 0.35/s3 + 0.15/s4,
Z̃43 = 0.2/s1 + 0.35/s2 + 0.3/s3 + 0.15/s4, Z̃14 =

0.15/s1 + 0.35/s−1 + 0.35/s3 + 0.15/s4, Z̃24 =

0.15/s−1 + 0.2/s0 + 0.5/s1 + 0.15/s3, Z̃34 =

0.2/s−1 + 0.35/s0 + 0.15/s1 + 0.3/s2, Z̃44 =

0.15/s0+0.3/s2+0.35/s3+0.2/s4, Z̃15 = 0.5/s0+

0.35/s1 + 0.5/s2, Z̃25 = 0.3/s2 + 0.35/s3 + 0.1/s4,
Z̃35 = 0.15/s1 + 0.2/s2 + 0.3/s3 + 0.35/s4, Z̃45 =
0.15/s1 +0.5/s2 +0.15/s3 +0.15/s4.

Step 3: Assume that the weighting vector
R = [r1,r2,r3,r4]

T = [0.4,0.3,0.2,0.1]T , based on
Eq.(9), we get the value Ẽ j of the alternative x j, by
using the FIOWA operators, where

Ẽ j = FFIOWA(⟨v1, Z̃1 j⟩,⟨v2, Z̃2 j⟩,⟨v3, Z̃3 j⟩,⟨v4, Z̃4 j⟩)
= r1Z̃

′
1 j ⊕ r2Z̃

′
2 j ⊕ r3Z̃

′
3 j ⊕ r4Z̃

′
4 j,

vi denotes the weight of the attribute fi, Z̃
′
i j is the

value of the OWA pair having the i th largest order
inducing v value, 1 6 i 6 4, 1 6 j 6 5. The results
are shown as follows:

Ẽ1 = 0.045/s−1+0.165/s0+0.4/s1+0.25/s2+

0.14/s3, Ẽ2 = 0.14/s0 + 0.17/s1 + 0.315/s2 +

0.285/s3 + 0.09/s4, Ẽ3 = 0.08/s−2 + 0.06/s−1 +
0.225/s0 + 0.35/s1 + 0.14/s2 + 0.1/s3 + 0.045/s4,
Ẽ4 = 0.1/s−1 + 0.165/s0 + 0.275/s1 + 0.195/s2 +

0.2/s3 + 0.065/s4, Ẽ5 = 0.15/s0 + 0.15/s1 +
0.36/s2 +0.215/s3 +0.125/s4.

Published by Atlantis Press 
      Copyright: the authors 
                   44



Z.H. Hu, Z.C. Chen, Z. Pei, X.Z. Ma and W. Liu

Step 4: Based on Eq.(5), we can calculate the
score E(Ẽi) of Ẽi, where 1 6 i 6 5. The results are
shown as follows:

E(Ẽ1) = 1.275,E(Ẽ2) = 2.015,E(Ẽ3) = 0.89,

E(Ẽ4) = 1.425,E(Ẽ5) = 2.015.

Step 5: Sort the values of E(Ẽ1), · · · , and
E(Ẽ5) in a descending sequence. Because E(Ẽ2) =

E(Ẽ5)> E(Ẽ4)> E(Ẽ1)> E(Ẽ3), so T = {Ẽ2, Ẽ5}.
Based on definition 6, calculate the 1-order devi-
ation D1(Ẽ2) = D1(Ẽ5) = 0 of Ẽ2 and Ẽ5, the 2-
order deviation D2(Ẽ2) = 1.37477501 and D2(Ẽ5) =

1.46477501 of Ẽ2 and Ẽ5. Since D2(Ẽ2) < D2(Ẽ5),
based on definition 7, we can see that Ẽ2 is more sta-
ble than Ẽ5. So, the alternative x2 is the best choice
among the alternatives x1,x2,x3,x4 and x5.

6. Conclusions

In this paper, we have presented an improved rank-
ing strategy for fuzzy multiple attribute group de-
cision making (FMAGDM). First, we show Chen’s
method 2 can not choose the best alternative, when
S(P̃i ⊖ P̃j) = 0 and P̃i ̸= P̃j. The reason is because
of “ 6s ” is not an partial order relation of fuzzy
sets. Then, we propose an improved ranking strat-
egy. We define the k-order deviation of the fuzzy
sets, and prove two important theorems. Then, we
propose an improved method for FMAGDM, which
is a more complete manner than Chen’s method 2.
This method is simple and easy to understand. The
improved method constantly enriches and develops
the theory and method of FMAGDM, and proposes
a new idea for solving the FMAGDM problems. Fi-
nally, the results of a numerical example demon-
strate the effectiveness of this new method. In our
future research, we expect to develop further exten-
sions of the improved method and apply it to other
domains. Especially, we will focus on the more gen-
eral methods for handling Multiple attribute deci-
sion making (MADM) problems.
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