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Abstract 

In this paper, a method is presented to find generalized inverse (g-inverse) of Atanassov’s intuitionistic fuzzy 
matrix (AIFM). Also, the idea of standard basis for Atanassov’s intuitionistic fuzzy vectors is introduced. Some 
results regarding the g-inverse of AIFM are studied. An application of g-inverse is provided at the end of the paper. 
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1. Introduction 

The generalized inverse (g -inverse) is a 

generalization of the inverse of matrix to the case of a 
singular or a non-square matrix. Like the inverse of 
matrices, the g -inverse of matrices is important in a 

variety of applications such as control, robotics, signal 
processing and associative memories. 

Initially, fuzzy set theory was proposed by 
Zadeh1 as a means of representing mathematically any 
imprecise or vague system of information in the real 
world. In fuzzy set theory, there were no scope to think 
about the hesitation in the membership degrees which is 
arise in various real life situations. This situation is 
overcome by invention of Atanassov’s intuitionistic 
fuzzy sets (AIFSs) by Atanassov2. Here it is possible to 
model hesitation and uncertainty by using an additional 
degree. The fuzzy matrix have been proposed to 
represent fuzzy relation in a system based on fuzzy sets 
theory. Several authors presented a number of results on 
fuzzy matrices3,4,5,6,7,8. Pal and Shyamal9,10 shown 
several properties on fuzzy matrices and interval-valued 
fuzzy matrices. Dehghan et al.11 give two ideas for 
finding the inverse of a fuzzy matrix, ‘scenario-based’ 
and ‘arithmetic-based’. In the first idea, they will 
consider a real matrix A, which is derived from a fuzzy 
matrix A

~  and define the fuzzy inverse with respect to 
scenarios. In the second idea, they try to find a fuzzy 

matrix B
~  as the inverse of fuzzy matrix A

~ , such that 

IBA
~

=
~~ ⊗ , where I

~  is the fuzzy identity matrix. 

Nanda12 studied intuitionistic fuzzy relations over 
AIFSs. Using the concept of AIFSs, first time Pal13 
introduced Atanassov’s intuitionistic fuzzy determinant 
(AIFD) and Atanassov’s intuitionistic fuzzy matrices 
(AIFMs). Using the idea of AIFSs and AIFD Pal et 
al.14,15,16 studied several properties of AIFMs. Latter on 
Sriram17 studied semi ring of AIFMs. Mondal and 
Samanta18 gives the idea of Atanassov’s generalized 
intuitionistic fuzzy sets (AGIFSs). Using the concept of 
AGIFSs, Bhowmik and Pal19 introduced AGIFMs with 
some properties and studied on Atanassov’s 
intuitionistic circulant fuzzy matrix. Perhaps first time 
Bhowmik et al.20,21 introduce the definition of 
generalized Atanassov’s interval-valued intuitionistic 
fuzzy sets and studied several properties on it. Khan and 
Pal22 introduced the concept of generalized inverse for 
AIFMs, minus ordering and shown many results on it. 

The authors of 3,4, defined generalized inverse 
of fuzzy matrix and based on this definitions they have 
produced several results. To the best of our knowledge 
no algorithms are available to determine the generalized 
inverse of fuzzy matrix. In this paper, we studied 
generalized inverse of AIFM and presented a simple 
algorithm to evaluate it. A rectangular system of 
Atanassov’s intuitionistic fuzzy relational equations has 
been solved using g -inverse of AIFM. 
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2. Preliminary Definitions 

Here we recall some preliminary definitions 
regarding the topic. 

By a fuzzy matrix, we mean a matrix over a 
fuzzy algebra. A fuzzy algebra is a mathematical system 

,.),( +F  with two binary operations addition )(+  and 

multiplication(.)  defined on a set F  satisfying the 

following properties:  
(P1) Idempotence  a+a=a, a.a=a 
(P2) Commutativity  a+b=b+a, a.b=b.a 
(P3) Associativity  a+(b+c)=(a+b)+c,        
a.(b.c)=(a.b).c 
(P4) Absorption a+a.b=a, a.(a+b)=a 
(P5) Distributivity a.(b+c)=(a.b)+(a.c), 
               a+(b.c)=(a+b).(a+c) 
(P6) Universalbounds a+0=a, a+1=1; a.0=0, a.1=a. 
  
 A fuzzy matrix can be interpreted as a binary fuzzy 
relation, which is defined as follows. 

 
Definition 1. (Fuzzy matrix) 

A fuzzy matrix (FM) of order nm×  is defined 

as 〉〈 µijij aaA ,=  where µija  is the membership value 

of the ij -th element in A . Let nmF ×  denotes the set of 

all fuzzy matrices of order nm× . If nm= , in short, 

we write nF , the set of all square FMs of order n .  

Fuzzy set was not enough to study the 
hesitation about the membership degree of an element in 
a set. For dealing this situation Atanassov [2] introduced 
intuitionistic fuzzy sets, which is defined below. 

 
Definition 2. (Atanassov’s intuitionistic fuzzy set) 

An AIFS A  is defined as an object of the form 

}/)(),(,{= XxxxxA AA ∈〉〈 νµ  where the function 

[0,1]: →XAµ  and [0,1]: →XAν  define the 

degree of membership and degree of non-membership 

of an element Xx∈  respectively and 

1)()(0 ≤+≤ xx AA νµ , for every Xx∈ . 

The value of )()(1=)( xxx AAA νµπ −−  is 

called the degree of non-determinacy (or hesitation) of 

the element Xx∈  to the AIFS A .  
 Let us define [0,1],:,{= ∈〉〈〉〈 yxyxF  

and 1}0 ≤+≤ yx . 

 
Definition 3. (Atanassov’s intuitionistic fuzzy atrices) 

An Atanassov’s intuitionistic fuzzy matrix 
(AIFM) A  of order nm×  is defined as 

nmijijij aaxA ×〉〈 ],,[= νµ  where µija , νija  are called 

membership and non-membership values of ijx  in A , 

which maintains the condition 10 ≤+≤ νµ ijij aa . For 

simplicity, we write nmijaA ×][=  where 

〉〈 νµ ijijij aaa ,= . 

In arithmetic operations, only the values of 

µija  and νija  are considered so from here we only 

consider the values of 〉〈 νµ ijijij aaa ,= . All elements of 

an AIFM are the members of 〉〈F .  

To study several properties of AIFM, we 
define two algebraic operations, such as componentwise 
addition and multiplication of AIFMs as follows. 

 

Definition 4. Let a  and b  be two elements of an AIFM 

X  such that ,,= 〉〈 νµ ijij aaa  ,,= 〉〈 νµ ijij bbb  then 

componentwise addition and multiplication are defined 

as, andbababa ijijijij 〉〈+ },{min},,{max= ννµµ  

.},{max},,{min= 〉〈∗ ννµµ ijijijij bababa
 

 

Definition 5. Let nmijij FaaA ×∈〉〈 ),(= νµ  and 

nmijij FbbB ×∈〉〈 ),(= νµ , then the matrix addition is 

given by 

nmijijijij FbabaBA ×∈〉〈+ )},{min},,{max(= ννµµ  

and the product of pmijij FaaA ×∈〉〈 ),(= νµ  and 

npijij FbbB ×∈〉〈 ),(= νµ  is given by, 

),)},(max{min)},,(min{max(= 〉〈 ννµµ kjik
k

kjik
k

babaAB

where mipk KK 1,2,=,1,2,=  and .1,2,= nj K   
In our further work we use some special types 

of AIFMs, which are defined as follows. 
 

Definition 6. (Null AIFM)  
An AIFM is null if all elements of it are zero, 

that is, all elements are 〉〈0,0  and it is denoted by 

〉〈0,0I . An AIFM is zero if all elements are 〉〈0,1  and it 

is denoted by  O.  
 

Definition 7. (Identity AIFM)  
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An intuitionistic fuzzy identity matrix of order 

nn×  is denoted by nI  and is defined by 〉〈 νµ δδ ijij ,  

where, 




≠ jiif

jiif

ijij

ijij

1=0,=

=0=1,=

νµ

νµ

δδ
δδ

. 

The universal matrix of order nm×  is 

denoted by J  and all the elements of it are 〉〈1,0 .  

 
Definition 8. (Multiplication by scalar)  

Let nmijij FaaA ×∈〉〈 ),(= νµ  and Fc∈  

such that 10 ≤≤ c , then the scalar multiplication is 
defined as 

nmijij FacaccA ×∈〉−〈 )}),{(1max},,{min(= νµ .  

 
Comparison between AIFMs have an 

important role in our work, which is defined below. 
 

Definition 9. (Dominance of AIFM) 
Let nmFBA ×∈,  such that ),(= 〉〈 νµ ijij aaA  

and ),(= 〉〈 νµ ijij bbB , then we write BA ≤  if, 

µµ ijij ba ≤  and νν ijij ba ≥  for all ji, , and we say that 

A  is dominated by B  or B  dominates A . A  and B  
are said to be comparable, if either BA ≤  or AB ≤ .  

 The relation ‘≤ ’ is a partial order relation and 
),( ≤F  forms a distributive lattice23. 

 
Definition 10. (Transpose) 

The transpose TA  of an AIFM nmijaA ×][=  

is defined as mnji
T aA ×][=  where 〉〈 νµ jijiji aaa ,= .  

 Now, we define a particular type of AIFM 
below. 

 
Definition 11. (Intuitionistic fuzzy permutation 
matrix)  

A square AIFM is called Atanassov’s 
intuitionistic fuzzy permutation matrix (AIFPM), if 
every row and column contains exactly one 〉〈1,0  and 

all other entries are 〉〈0,1 .  

 

Definition 12. An AIFM nFA∈  is said to be invertible 

if and only if there exists another AIFM nFB∈  such 

that nIBAAB == .  

 

Let nijij FaaA ∈〉〈 ),(= νµ  be invertible, then 

there exists nijij FbbB ∈〉〈 ),(= νµ  such that 

nIBAAB == . By max-min composition, 

1=)},(max{min0,=)},(min{max ννµµ kjik
k

kjik
k

baba  

for ji ≠  and                                                              (1) 

0=)},(max{min1,=)},(min{max ννµµ kiik
k

kiik
k

baba

 for each i .                                                                  (2) 
From (1) we get, 

0=µika  or 0=µkjb  or both 0== µµ kjik ba  and 

1=νika  or 1=νkjb  or both 1== νν kjik ba  for all 

ji ≠  and for all k .                                                   (3) 

From (2) we get, 

1=µika  or 1=µkib  or both 1== µµ kiik ba  and 

0=νika  or 0=νkib  or both 0== νν kiik ba  for at 

least one k  and for each i .                                        (4) 

Suppose (4) holds for mk =  (say), that is, 

1== µµ imim ba  and 0== νν imim ba ,  

then from (3), 0== µµ mjjm ba  and 1== νν mjjm ba  

for all ji ≠ . 

Therefore the r th row of B  has exactly one 
〉〈1,0  and remaining all entries are 〉〈0,1  and the r th 

column of A  has exactly one 〉〈1,0  and remaining all 

entries are 〉〈0,1 . Again TAB = . Therefore A  is 

permutation matrix and its transpose is the unique 
inverse of A . 

Let nP  be the set of all AIFMs in nF . If 

nPA∈ , then n
TT IAAAA == . As fuzzy matrices, 

the AIFMs are the only invertible matrices and then 
TPP =1−  where P  is an AIFPM. 

 

3. Atanassov’s Intuitionistic Fuzzy Vectors 

Let nV  be the set of all n -tuples 

),,,,,,( 2211 〉〈〉〈〉〈 νµνµνµ nn xxxxxx K  over 〉〈F . An 

element of nV  is called an Atanassov’s intuitionistic 

fuzzy vector (AIFV) of dimension n , where µix  and 
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νix  are the membership and non-membership values of 

the component ix .  

The operations addition (+) and multiplication 

(.) are defined on nV  as follows: 

Let ),,,,,,(= 2211 〉〈〉〈〉〈 νµνµνµ nn xxxxxxx K  and 

),,,,,,(= 2211 〉〈〉〈〉〈 νµνµνµ nn yyyyyyy K  be two 

IFVs in nV , then 

)),(min),,(max,

,),(min),,(max

,),(min),,(max(=

2222

1111

〉〈

〉〈

〉〈+

ννµµ

ννµµ

ννµµ

nnnn yxyx

yxyx

yxyxyx

K

  

and 

)),(1max),,(min,

,),(1max),,(min

,),(1max),,(min(=

22

11

〉−〈

〉−〈

〉−〈

νµ

νµ

νµ

nn xaxa

xaxa

xaxaax

K

 

for [0,1].∈a  
The system nV  together with these operations of 

componentwise addition and multiplication forms 
Atanassov’s intuitionistic fuzzy vectors space (AIFVS). 

 
Definition 13. (Linear combination of AIFVs) 

Let },,,{= 21 paaaS K  be a set of AIFVs of 

dimension n . The linear combination of elements of 

the set S  is a finite sum 
ii

p

i

ac∑
1=

 where Sai ∈  and 

[0,1]∈ic . The set of all linear combinations of the 

elements of S  is called the span of S , denoted by 〉〈S .  

 An example of 3V  and its spanning set is 

given below. 
 

Example 1.  Let },,{= 321 aaaS  be a subset of 3V ,  

Where, 

 
)0.4,0.2,0.5,0.1,0.5,0.3(=

),0.4,0.3,0.6,0.3,0.8,0.2(=

2

1

〉〈〉〈〉〈

〉〈〉〈〉〈

a

a
 

 and )0.9,0.1,0.7,0.2,0.7,0.3(=3 〉〈〉〈〉〈a . 

Then,  

.)}0.9,0.1,0.7,0.2,0.7,0.3(

)0.4,0.2,0.5,0.1,0.5,0.3(

)0.4,0.3,0.6,0.3,0.8,0.2({=

3

2

1

〉〈〉〈〉〈

+〉〈〉〈〉〈

+〉〈〉〈〉〈〉〈

c

c

cS

 

 
Definition 14. (Dependence of AIFVs) 

A set S  of AIFVs is independent if and only if 

each element of S  can not be expressed as a linear 

combination of other elements of S , that is, no element 

Ss∈  is a linear combination of }{\ sS . 

A vector α  may be expressed by some other 
vectors. If it is possible then the vector α  is called 
dependent otherwise it is called independent. These 
terminologies are similar to classical vectors.  

 The examples of independent and dependent 
set of vectors are given below. 

 

Example 2 . Let },,{= 321 aaaS  be a subset of 3V , 

where  

)0.4,0.2,0.5,0.1,0.5,0.3(=

),0.4,0.3,0.6,0.3,0.8,0.2(=

2

1

〉〈〉〈〉〈

〉〈〉〈〉〈

a

a
 

 and )0.9,0.1,0.7,0.2,0.7,0.3(=3 〉〈〉〈〉〈a . 

Here the set S  is an independent set. If not 

then 321 = aaa βα +  for F∈βα , .  

So,  

 
)0.9,0.1,0.7,0.2,0.7,0.3(

)0.4,0.2,0.5,0.1,0.5,0.3(=1

〉〈〉〈〉〈

+〉〈〉〈〉〈

β
αa

 

.))}(0.1,1max),(0.2,1max{min

)},(0.9,min),(0.4,min{max

,)}(0.2,1max),(0.1,1max{min

)},(0.7,min),(0.5,min{max

,)}(0.3,1max),(0.3,1max{min

)},(0.7,min),(0.5,min{max(=

〉−−
〈

〉−−
〈

〉−−
〈

βα
βα

βα
βα

βα
βα

 

              It is not possible to find any F∈βα ,  such 

that the corresponding coefficients on both sides will be 

equal. That is, 321 aaa βα +≠ .  

              Similarly, 312 aaa βα +≠  and 

123 aaa βα +≠ . So the set S  is independent. 
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              Let },{= 211 aaS  be a subset of 3V , where 

)0.6,0.3,0.5,0.3,0.7,0.3(=1 〉〈〉〈〉〈a  and 

)0.6,0.2,0.5,0.1,0.8,0.2(=2 〉〈〉〈〉〈a .  

Here 21 = caa  for 0.7=c . So 1S  is a dependent set. 

 
Definition 15.  (Basis) 

Let W  be an Atanassov’s intuitionistic fuzzy 

subspace of nV  and S  be a subset of W  such that the 

elements of S  are independent. If every element of W  
can be expressed uniquely as a linear combination of the 

elements of S , then S  is called a basis of W .  
 

Definition 16. (Standard basis) 
A basis B  of an AIFVS W  is a standard basis 

if and only if whenever jij

n

j
i bab ∑

1=

=  for Bbb ji ∈,  

and [0,1]∈ija  then iiii bba = .  

 

Example 3.  Let },,{= 321 aaaS  be a subset of 3V  

given by )0.6,0.3,0.7,0.2,0.5,0.4(=1 〉〈〉〈〉〈a ,  

)0.8,0.2,0.6,0.2,0.5,0.3(=2 〉〈〉〈〉〈a  and 

)0.8,0.1,0.4,0.3,0.4,0.4(=3 〉〈〉〈〉〈a . Here S  is 

independent set, since 32211 acaca +≠ , 

34132 acaca +≠  and 26153 acaca +≠ . So 

},,{ 321 aaa  is a basis for 〉〈S . Now this is a standard 

basis also. For 3132121111 = acacaca ++  holds if 

0.8=11c , 0.5=12c  and 0.6=13c . Also 1111 = aca  

for 0.8=11c . Similarly, for 2a  and 3a .  

 
Definition 17. (Row space and column space) 

Let nmijij FaaA ×∈〉〈 ),(= νµ  be an AIFM. 

Then the element 〉〈 νµ ijij aa ,  is the ij th entry of A . 

)( ji AA ∗∗  denotes the i th row ( j th column) of A . 

The row space )(AR  of A  is the subspace of 

nV  generated by the rows }{ ∗iA  of A . The column 

space )(AC  of A  is the subspace of mV  generated by 

the columns }{ jA∗  of A .  

4. Generalized Inverse 

In this section, the generalized inverse of an 
AIFM is investigated. 

 
Definition 18. (Generalized inverse) 

An AIFM nmFA ×∈  is said to be regular if 

there exists another AIFM, mnFX ×∈  such that 

AAXA= . In this case, X is called a generalized 

inverse (g -inverse) of A  and it is denoted by −A .  

 The g -inverse of an AIFM is not unique that 

is, an AIFM has many g -inverses. The set of all such 

g -inverses of A  are denoted by {1}A . 

 
Theorem 1.  Let A  be an AIFM whose non-zero rows 
form a standard basis. If for some intuitionistic fuzzy 
permutation matrix P , A  satisfy the matrix equation 

AAPA=  under the max-min operation, then A  is 
regular.  
Proof. Here the non-zero rows of an AIFM A  form a 
standard basis. Let XPA= , the rows of X  are 
rearrangement of rows of A . Then X  is an 

idempotent AIFM, that is XX =2 , having same row 
space as A  with the non-zero rows of X  form a 
standard basis also. Since standard basis are unique 
therefore PXA = , for some intuitionistic fuzzy 
permutation matrix P . Then, 

APXPXXPXPXPAAP TT ==== , that is, 
AAPA= . 
Therefore A  is regular. 
 

Definition 19.  For an AIFM A  of order nm× , an 

AIFM mnFG ×∈  is said to be outer inverse of A , if 

GGAG=  and is denoted by {2}.A  

G  is said to be {1,2}  inverse or semi inverse 

of A , if AAGA=  and GGAG=  and is denoted by 
{1,2}A . 

The AIFM G  is said to be {1,3}  inverse or 

least square g -inverse of A  if, AAGA=  and 

AGAG T =)(  and is denoted by {1,3}A . 
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Again G  is said to be {1,4}  inverse or 

minimum norm g -inverse of A  if, AAGA=  and 

GAGA T =)(  and is denoted by {1,4}A .  

 
No algorithm is available to find g -inverse of 

AIFM. Here we present a simple algorithm to evaluate 
g -inverse of an AIFM. 

Algorithm (To find the g -inverse of an AIFM A )  

Step 1:  Check whether the non-zero rows of AIFM  A 
form a standard basis or not for the row space of A. 
Step 2:  If non-zero rows form a standard basis then find 
some AIFPM  P such that APA=A.  
Step 3:  Choose an AIFM  R such that RA=A. 
Step4:  Then PR is a g-inverse of A. 
 
The matrix PR is a g -inverse of A  since 

AAPARAAPAPRA ==)(=)( . 

The following example demonstrates the above 
algorithm to compute g -inverse of A . 

 
Example 4.  Let us consider an AIFM 

 =A  

















〉〈〉〈〉〈

〉〈〉〈〉〈

〉〈〉〈〉〈

0.8,0.10.4,0.30.4,0.4

0.8,0.20.6,0.20.5,0.3

0.6,0.30.7,0.20.5,0.4

.

 

The rows of A  are independent and they form a 

standard basis. Since, jij
j

i RaR ∑
3

1=

=  for RRR ji ∈,  

(row space of A ), [0,1]∈ija  and iiii RRa = , 

1,2,3=i . 

For the AIFPM =P  

















〉〈〉〈〉〈

〉〈〉〈〉〈

〉〈〉〈〉〈

1,00,10,1

0,10,11,0

0,11,00,1

, 

AAPA=  holds. 
Now, for the AIFM  

=R

















〉〈〉〈〉〈

〉〈〉〈〉〈

〉〈〉〈〉〈

0.9,0.10.4,0.40.3,0.4

0.6,0.30.8,0.10.4,0.5

0.5,0.30.5,0.50.8,0.2

,  

ARA=  holds.  
So the g -inverse of A  is 

 =PR  X=

0.9,0.10.4,0.40.3,0.4

0.5,0.30.5,0.50.8,0.2

0.6,0.30.8,0.10.4,0.5

















〉〈〉〈〉〈

〉〈〉〈〉〈

〉〈〉〈〉〈

(say), which satisfy the relation AAXA= .  
 
 If each row of an AIFM B  can be expressed 

as a linear combination of the rows of AIFM A , then 
we write )()( ARBR ⊆ . If )()( ARBR ⊆  and 

)()( BRAR ⊆ , then we say that )(=)( BRAR .  

 
Theorem 2.  Let nmFBA ×∈,  be two AIFMs. If A  is 

regular then,  

(a) )()( ARBR ⊆  iff ABAB −=  for each

{1}AA ∈− . 

(b) )()( ACBC ⊆  iff BAAB −=  for each 

{1}AA ∈− .  

Proof. (a) Let )()( ARBR ⊆ , then each row of B  is 

a linear combination of the rows of A . Hence 

** = jiji AxB ∑ , where 〉〈∈ Fxij .  

That is, XAB =   (for some mFX ∈ )  

or, AXAAB −=   (since AAAA −= )  

or, ABAB −= .  

Conversely, if ABAB −= , then  

AXAAB −=  (for some mFX ∈ )  

or, .= XAB   (since AAAA −= )  
This implies that )()( ARBR ⊆ .  

(b) Let )()( ACBC ⊆ .  

Then AYB =   (for some nFY ∈  )  

or, .= AYAAB −   (as AAAA −=  )  

That is BAAB −= . 

Conversely, if BAAB −= , then  

AYAAB −=   (for some nFY ∈  )  

or, AYB =   (as AAAA =−  )  
That is ).()( ACBC ⊆   
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Example 5. Let =A  








〉〈〉〈

〉〈〉〈

0.5,0.40.7,0.3

0.5,0.40.6,0.2
 and 

=B  








〉〈〉〈

〉〈〉〈

0.5,0.40.6,0.4

0.5,0.40.6,0.3
 be two AIFMs.  

One of the g -inverse of A  is 

 =−A  








〉〈〉〈

〉〈〉〈

0.5,0.40.7,0.3

0.5,0.40.6,0.2
,  

for which ABAB −=  holds. 

Also XAB =  for =X  








〉〈〉〈

〉〈〉〈

0.4,0.40.6,0.4

0.6,0.30.7,0.3
 

holds.  
So, )()( ARBR ⊆ . 

Similarly, the result is true for column space also.  
 
 

Theorem 3. Let nmFA ×∈  be a regular AIFM and G  

be a g-inverse of A . Then  

(a) {1}TT AG ∈ .  

(b) If P  and Q  are AIFPMs, then 

{1}PAQGPQ TT ∈ .  

(c) AG and GA are idempotent.  

Proof. (a) Let G  be a g-inverse of A . 

Then AAGA=  holds. Taking transpose on 
both sides, we get  

TTTT AAGA = .  

This implies {1}TT AG ∈ . 

(b) Since P  and Q  are AIFPMs, P  and Q  are 

invertible and TT QQPP =,= 11 −− . 

Now,

AQPPGQQPAPAQGPQPAQ TTTT )()(=)(  

 

)=,=(= IPPIQQasPAGAQ TT  

).=(.= AAGAasPAQ  

 

{1}PAQGPQimpliesThis TT ∈  

 (c) Again, GAGAAGAG )(=))((  

          ).=(= AAGAasAG  

 Also AGAGGAGA )(=))((  

 ).=(= GGAGasGA  

 Thus AG and GA are idempotent. 
 

Example 6.  Let us consider the AIFM 

 =A  








〉〈〉〈

〉〈〉〈

0.5,0.30.6,0.3

0.5,0.21,0
  

and one of its g -inverse is 

 =G  








〉〈〉〈

〉〈〉〈

0.4,0.40.7,0.2

0.5,0.31,0
.  

Now,  

.=
0.5,0.30.5,0.2

0.6,0.31,0
=

T

TTT

A

AGA 








〉〈〉〈

〉〈〉〈

 

 Thus {1}TT AG ∈ . 

Let =P  








〉〈〉〈

〉〈〉〈

1,00,1

0,11,0
 and 

 =Q  








〉〈〉〈

〉〈〉〈

0,11,0

1,00,1
. 

Now,  










〉〈〉〈

〉〈〉〈

0.5,0.31,0

0.4,0.40.7,0.2
=TTGPQ

 

 and  

.
0.6,0.30.5,0.3

1,00.5,0.2
= 









〉〈〉〈

〉〈〉〈
PAQ

 
=)( PAQGPQPAQ TT










〉〈〉〈

〉〈〉〈

0.6,0.30.5,0.3

1,00.5,0.2










〉〈〉〈

〉〈〉〈

0.5,0.31,0

0.4,0.40.7,0.2









〉〈〉〈

〉〈〉〈

0.6,0.30.5,0.3

1,00.5,0.2
 

= 








〉〈〉〈

〉〈〉〈

0.6,0.30.5,0.3

1,00.5,0.2
 = PAQ . 

That is, {1}PAQGPQ TT ∈ .  

=)( 2AG  
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〉〈〉〈

〉〈〉〈

0.5,0.30.6,0.3

0.5,0.31,0









〉〈〉〈

〉〈〉〈

0.5,0.30.6,0.3

0.5,0.31,0
  

= 








〉〈〉〈

〉〈〉〈

0.5,0.30.6,0.3

0.5,0.31,0
 =  AG.  

=)( 2GA  










〉〈〉〈

〉〈〉〈

0.5,0.20.7,0.2

0.5,0.21,0









〉〈〉〈

〉〈〉〈

0.5,0.20.7,0.2

0.5,0.21,0
 

= 








〉〈〉〈

〉〈〉〈

0.5,0.20.7,0.2

0.5,0.21,0
 = GA. 

Theorem 4. Let A  be an AIFM, {1}, AZY ∈  and 

YAZX = . Then {1,2}AX ∈ , that is, X  is a semi-

inverse of A .  
Proof. Since AAYAAZY ={1}, ⇒∈  and 

 AAZA= .  
As YAZX =  so, AYAZAAXA )(=  

          ZAAYA)(=  
            AZA=  
            .= A  

 Also  
 )()(= YAZAYAZXAX  

 ))((= YAZAZAY  

 ZAYAY )(=  

 YAZ=  
 .= X  

 So X  is a semi-inverse of the AIFM A . 
 

Example 7.  Let us consider AIFM 

 =A .

0.9,0.10.7,0.20.7,0.3

0.4,0.20.5,0.10.5,0.3

0.4,0.30.6,0.30.8,0.2

.

















〉〈〉〈〉〈

〉〈〉〈〉〈

〉〈〉〈〉〈

  

Let =Y

















〉〈〉〈〉〈

〉〈〉〈〉〈

〉〈〉〈〉〈

0.9,0.10.6,0.20.6,0.3

0.3,0.50.7,0.10.4,0.6

0.4,0.40.5,0.40.8,0.1

 and 

=Z

















〉〈〉〈〉〈

〉〈〉〈〉〈

〉〈〉〈〉〈

1,00.6,0.30.5,0.4

0.4,0.30.6,0.10.5,0.3

0.4,0.50.6,0.40.9,0.1

  

be two of its g -inverses of A  of type {1}A . 

Then, == YAZX

















〉〈〉〈〉〈

〉〈〉〈〉〈

〉〈〉〈〉〈

0.9,0.10.6,0.20.7,0.3

0.4,0.20.5,0.10.5,0.3

0.4,0.30.6,0.30.8,0.2

.  

For the above X , AAXA=  and 
XXAX =  holds. So X  is a semi-inverse of the 

AIFM A .  
 
 

Theorem 5.  Let nmFA ×∈  be an AIFM and 

{1}AX ∈ , then {2}AX ∈  if and only if  

)(=)( XRAXR .  

Proof. {2}AX ∈  implies AXAX = .  

That is, {1}XA∈ .  

Hence, )(=)( AXRXR  ( since AX  is idempotent ).  

Conversely, let )(=)( ARAXR , then for a 

pair of matrices A  and X , if the product AX  is 
defined so, )()( XRAXR ⊆ .  

That is, YAXX = , for some mFY ∈ .  

So AXYAXAXX )(=)(   

or, XYAXXAXAYXAX ==)(= .  

Hence {2}AX ∈ . 

 

Theorem 6. If nFA∈  be a symmetric and idempotent 

AIFM then A  itself a least square g -inverse.  

Proof. Since A  is symmetric, AAT =  and A  is 

idempotent, AA =2 .  

Now APA=  if nIP = .  

Then AAAAAPA === 2 .  
That is, {1}AA∈ .  

Now AAAXAXAX TTTTT ===)(  (Taking 

AX = , as A  itself a g -inverse.) 

        AXAA== . 
This implies, {1,3}AA∈ . 

 

Theorem 7. If nFA∈  be a symmetric and idempotent 

AIFM then A  itself a minimum norm g -inverse.  

Proof .  Here AAT =  and AA =2 .  

For nIP = , .= APA   
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Then AAAAAPA === 2 .  
That is, {1}AA∈ .  

Now TTTTT AAAXXAXA ===)(  (Taking 

AX = , as A  itself a g -inverse.)  

            XAAA== .  
Hence {1,4}AA∈ . 

 
Example 8.  Let us consider the symmetric AIFM 

 =A 








〉〈〉〈

〉〈〉〈

0.7,0.30.6,0.4

0.6,0.40.8,0.2
  

Now, 

.=
0.7,0.30.6,0.4

0.6,0.40.8,0.2
=

0.7,0.30.6,0.4

0.6,0.40.8,0.2

0.7,0.30.6,0.4

0.6,0.40.8,0.2
=2

A

A










〉〈〉〈

〉〈〉〈










〉〈〉〈

〉〈〉〈









〉〈〉〈

〉〈〉〈

 
 This shows that A  is symmetric and idempotent. A  
satisfy the relation AAXA=  for AX = , itself.  

Again AAAAAA TT ==)(=)( 2 .  

So {1,3}AA∈  and {1,4}A . 

 This shows that A  is symmetric and idempotent. A  
satisfy the relation AAXA=  for AX = , itself.  

Again AAAAAA TT ==)(=)( 2 .  

So {1,3}AA∈  and {1,4}A .  

 
 

Theorem 8. If nFA∈  be a symmetric and idempotent 

AIFM, then { HA+  : for all AIFM nFH ∈  such that 

AHAG≥ } is the set of all {1,3}  inverses of A , 

dominating A .  
Proof. Since A  is symmetric and idempotent AIFM, 
A  itself {1,3}A  inverse.  

Let β  denote the set { HA+  : for all AIFM 

nFH ∈  such that AHAG≥ }. Suppose 

{1,3}AG ∈ , then AG ≥ .  

Let HAG =− . Since {1}{1,3} AA ⊆ , 

.AHAG ≥+≥   
Implies, AAAHAAAG ≥≥+≥ )( .                    (1) 

Now {1,3}AG ∈  and A  itself {1,3}A  

inverse so, as the set {1,3}A  consists of all solutions 

for X  of AAX =  (as A  is idempotent). 

Thus AAG= .  
This gives AHAA =)( + .  

That is AHA ≥ .  

Now, by (1) AHAG≥ . 
Hence β∈+ )( HA .  

Thus for each {1,3}AG ∈  there exists a 

unique element in β .  

Conversely, for any ∈G  β , AHAG ≥+=  with 

AHA ≥ .  

Hence, AAHAAG == + .  
So, {1,3}AG ∈ .  
 

Example 9.  Consider the AIFM 

 =A 








〉〈〉〈

〉〈〉〈

0.7,0.30.6,0.4

0.6,0.40.8,0.2
. 

Here AA =2  and AAT = . 

For the AIFM =G 








〉〈〉〈

〉〈〉〈

0.8,0.20.6,0.4

0.6,0.40.9,0.1
.  

AAGA=  and AGAG T =)( . So 

{1,3}AG ∈ .  

For the AIFM =H 








〉〈〉〈

〉〈〉〈

0.6,0.40.6,0.4

0.5,0.40.7,0.3
.  

=AG 








〉〈〉〈

〉〈〉〈

0.7,0.30.6,0.4

0.6,0.40.8,0.2
 and  

=AH 








〉〈〉〈

〉〈〉〈

0.6,0.40.6,0.4

0.6,0.40.7,0.3
.  

Note that, AHAG≥ .  

Then,

 {1,3}.=
0.7,0.30.6,0.4

0.6,0.40.8,0.2
=

AA

HA

∈










〉〈〉〈

〉〈〉〈
+  

  

Theorem 9.  If nFA∈  be symmetric and idempotent 

AIFM, then { KA+  : for all AIFM nFK ∈  such that 
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KAAG≥ } is the set of all {1,4}  inverses of A , 

dominating A .  
Proof. Since A  is symmetric and idempotent AIFM, 
A  itself {1,4}A  inverse.  

Let β  denote the set { KA+  : for all AIFM 

nFK ∈  such that KAAG≥ }. Suppose 

{1,4}AG ∈ , then AG ≥ . 

Let KAG =− . Since {1}{1,4} AA ⊆ , 

.AKAG ≥+≥   
This implies .)( AAAAKAGA ≥≥+≥              (2)  

Since {1,4}AG ∈  and A  itself {1,4}A  

inverse and the set {1,4}A  consists of all solutions for 

X  of AXA=  (as A  is idempotent). 

Thus AGA= .  
This gives AAKA =)( + .  

That is KAA ≥ .  

Now, by (2) KAGA≥ .  
Hence β∈+ )( KA .  

Thus for each {1,4}AG ∈  there exists a unique 

element in β .  

              Conversely, for any ∈G  β ,

AKAG ≥+=  with KAGA≥ .  

Hence, AKAAGA == + .  
So, {1,4}AG ∈ .  

 
Example 10.  Consider the AIFM 

 =A 








〉〈〉〈

〉〈〉〈

0.6,0.30.5,0.4

0.5,0.40.7,0.2
.  

Here AA =2  and AAT = . 

For the AIFM =G 








〉〈〉〈

〉〈〉〈

0.7,0.20.5,0.4

0.5,0.40.8,0.1
.  

AAGA=  and GAGA T =)( . So {1,4}AG ∈ .  

For the AIFM =K 








〉〈〉〈

〉〈〉〈

0.5,0.50.5,0.5

0.5,0.40.6,0.3
.  

=GA 








〉〈〉〈

〉〈〉〈

0.6,0.30.5,0.4

0.5,0.40.7,0.2
 and 

 =KA 








〉〈〉〈

〉〈〉〈

0.5,0.50.5,0.5

0.5,0.40.6,0.3
.  

Obviously, KAGA≥ .  

Then, 

{1,4}.=
0.6,0.30.5,0.4

0.5,0.40.7,0.2
=

AA

KA

∈










〉〈〉〈

〉〈〉〈
+  

5. Moore-Penrose Inverse 

Definition 20.  (Moore-Penrose inverse)  
For an AIFM nmFA ×∈ , an AIFM nmFG ×∈  

is said to be a Moore-Penrose inverse of A , if  

AAGA= , GGAG= , AGAG T =)(  and 

GAGA T =)( .  

The Moore-Penrose inverse of A  is denoted 

by +A .  
 
 

Definition 21.  (Minus ordering)  
Let A  and B  be two AIFMs of order nm× . 

The minus ordering between A  and B  is denoted by 

BA −≤ . Then for some {1}AA ∈−  we say BA −≤  

if and only if −− BAAA =  and BAAA −− = .  
 
 

Theorem 10.  Let nmFBA ×∈,  and +A  exists, then 

the following are equivalent. 

(a) BA −≤ ,  

(b) BAAA ++ =  ; ++ BAAA = , 

(c) ABAABAA ++ == .  
Proof. )()( ba ⇒  

BA −≤  implies −− BAAA =  and BAAA −− =  for 

some {1}AA ∈− .  

Now BAAAAAA −− ==  as {1}AA ∈− . 

So BABAAAAA ++++ == . 

Similarly, ++ BAAA = . 
)()( cb ⇒  

BAAA ++ = . This gives BAAAAAA ++ == . 

Also, from ++ BAAA = , ABAAAAA ++ == . 

Thus ABABAAA ++ == . 
)()( ac ⇒  

Let ++ AAAX = . 
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Then 

.==)(=)(= AAAAAAAAAAAAAAAXA +++++

Thus, X  is a g-inverse of A . 
Now, 

.=)(=)(=

)(=

XBBAAABAAAAA

BAAAAAXA
+++++

+++

 

Similarly, BXAX = .  

Hence BA −≤  for {1}AX ∈ . 

 

Theorem 11.  If BA −≤  and B  is idempotent then B  

is a g -inverse of A . Also, if +A  exists then B  will 

be a g -inverse of +A .  

Proof. Since B  is idempotent then B  is regular and 
B  itself is a g-inverse of B . Here {1}BB∈ . 

Now BA −≤  implies ABABAAA −− ==  .  
So,  

,==)(=

)()(=

AAAAAABAA

ABABBAAAAB
−−−

−−−−

 

 for each {1}BB ∈− . 

This implies {1}{1} AB ⊆ . 

Hence B  is a g-inverse of A . 

Now if +A  exists then,  
+++++ BAAAAAA ==  ( since BAAA ++ =  ). 

Hence {1}+∈ AB . 
+++++ BAAAAAA ==  ( since BAAA ++ =  ). 

Hence B  is a g -inverse of +A . 

 
Remark 1. The condition on B  to be idempotent is 
essential for {1}AB∈ .  

  

Example 11.  Let =A 








〉〈〉〈

〉〈〉〈

0,10.5,0.5

1,01,0
 and =B










〉〈〉〈

〉〈〉〈

0,10.5,0

1,01,0
. 

Now =2B 








〉〈〉〈

〉〈〉〈

0.5,00.5,0

1,01,0
 ≠  B , so B  is not 

idempotent.  

Here, where
hgfe

dcba
XXA 









〉〈〉〈

〉〈〉〈

,,

,,
=:={1}

 

1=0,= ba ; 0.50.5, ≤≥ dc ; 0=1,= fe ;  

11,00 ≤≤≤≤ hg . 
 

Theorem 12.  Let nmFA ×∈  be a regular AIFM with 

Y  be its minimum norm g -inverse and Z  be its least 

square g -inverse. Then +AYAZ= , where +A  is the 

Moore-Penrose inverse of .A  
Proof. Let YAZX =  then as {1}, AZY ∈  so, 

{1,2}AX ∈ , that is, X  is the semi inverse of A .  

AZAYAZAX ==  ( as AAYA=  ). 

Now, AZAZAX TT =)(=)(  ( since {1,3}AZ ∈ )  

         AX= .  
Again, YAYAZAXA ==  ( since AAZA=  ).  

And YAYAXA TT =)(=)(   

(since {1,4}AY ∈ )  

XA= .  

Thus +AYAZX == .  
Example 12 Let us consider an AIFM 

 =A 








〉〈〉〈

〉〈〉〈

0.7,0.30.6,0.4

0.6,0.40.8,0.2
 and  

=Y 








〉〈〉〈

〉〈〉〈

0.7,0.30.5,0.4

0.6,0.40.8,0.2
, 

 =Z 








〉〈〉〈

〉〈〉〈

0.7,0.20.5,0.5

0.6,0.40.9,0.1
  

be two of its g -inverses.  

Now, =AZ 








〉〈〉〈

〉〈〉〈

0.7,0.30.6,0.4

0.6,0.40.8,0.2
 and 

AZAZ T =)( .  

That is, Z  is the least square g -inverse of A .  

=YA 








〉〈〉〈

〉〈〉〈

0.7,0.30.6,0.4

0.6,0.40.8,0.2
 and YAYA T =)( .  

Therefore, Y  is the minimum norm g -inverse of A . 

Now == YAZX 








〉〈〉〈

〉〈〉〈

0.7,0.30.6,0.4

0.6,0.40.8,0.2
 for 

which  
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AAXA= , XXAX = , AXAX T =)(  and 

XAXA T =)(  holds.  

So YAZX =  is the Moore-Penrose inverse of A .  
 
 

Theorem 13.  If nFA∈  be a symmetric idempotent 

AIFM, then AA =+ .  
Proof. Since A  is symmetric and idempotent so 

{1,3}∈A  and {1,4}∈A . 

Hence, {1,3}{1,4}= AAAA+  (by theorem 12)  

)()(= HAAKA ++  (since HA+  and 

KA+  are the set of all {1,3}  and {1,4}  inverses 

respectively) 

))((= 2 AKAHA ++   

))((= AKAHA ++   

AHA )(= + (since AKA ≥ , AAKA =+ ) 

HAA +2=   
HAA+=   

A= . (since HAA ≥ , AHAA =+ ). 
 

Example 13.  Let =A 








〉〈〉〈

〉〈〉〈

0.6,0.30.5,0.4

0.5,0.40.7,0.2
 be 

an AIFM.  

Here A  is symmetric and idempotent, that is, AAT =  

and AA =2 . Now,  

,

,,

,,
=:={1}

where

hgfe

dcba
XXA 









〉〈〉〈

〉〈〉〈

  

0.20.7, ≤≥ ba  thatsuch , 1≤+ ba  

0.41,0 ≥≤≤ dc  thatsuch , 1≤+ dc  

0.40.5, ≥≤ fe  thatsuch , 1≤+ fe  

0.30.6, ≥≥ hg  thatsuch , 1≤+ hg . 

   Here {1}= AAX ∈  as it satisfied the above 

condition. So, AXAXXXAXAAXA T =)(;=;=  

and XAXA T =)(  for AX = . 

   Therefore, AX =  is itself a Moore-Penrose inverse, 

that is .= +AA  
 

 

6. An Application 

We can used the g -inverse of AIFMs to find 

the solution of Atanassov intuitionistic fuzzy relational 
equations. 

Let us consider the system of Atanassov 
intuitionistic fuzzy equations BAX =  where, 

=A 








〉〈〉〈〉〈

〉〈〉〈〉〈

0.8,0.20.6,0.30.5,0.5

0.5,0.50.6,0.40.7,0.3
,  

=X
















〉〈

〉〈

〉〈

νµ

νµ

νµ

33

22

11

,

,

,

xx

xx

xx

 and =B 








〉〈

〉〈

0.5,0.4

0.6,0.3
. 

Each particular matrix X  that satisfy the 
equation BAX =  is called its solution and the set 

BAAB −Ω =)(  denotes the set of all solutions. 

An AIFM may have multiple g -inverses. 

Here we consider one of the generalized inverse of the 

AIFM A , which is =−A

















〉〈〉〈

〉〈〉〈

〉〈〉〈

0.8,0.20.5,0.5

0.5,0.50.5,0.5

0.5,0.50.8,0.2

. 

Then, ==)( BAABX −Ω∈  

















〉〈

〉〈

〉〈

0.5,0.4

0.5,0.5

0.6,0.3

, is one of 

the solution of the above system of equations. 
 

7. Conclusion 

We introduced the concept of standard basis for AIFVs. 
Also, a method to find the g-inverse of an AIFM is 
described. The g-inverse does not exist for all AIFMs. 
The condition for the existence of the g-inverse are 
discussed in this paper. A suitable application of g-
inverse is also provided. More investigation is required 
for the existence of g-inverse of all AIFMs. If we 
replace max-min operations by t -norm and t -conorm, 
then we obtain another kind of g-inverse of AIFM. In 
the next paper we try to prove some related properties of 
g-inverse of AIFM. 
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