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Abstract

In this paper, a method for multi-attribute decision making under uncertainty is proposed, the uncertainty
is represented by certitude structure. In fact, there are both quantitative and qualitative attributes with
different representation in multi-attribute decision making under uncertainty, so the certitude structure
transformation method is the first contribution of this paper. Secondly, the prospect value vector for each
alternative on each attribute is calculated based on prospect theory. Thirdly, the combination decision
prospect value of each alternative is given according to evidential reasoning approach under certitude
degree. Then a ranking of alternatives can be determined using the combination decision prospect values.
Finally, two illustration examples are used to illustrate the use of this multi-attribute decision making
method, as well as demonstrate its high performance by comparing with the existing approaches.
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1. Introduction

In the objective physical world, there are many

Multi-Attribute Decision Making (MADM) prob-

lems involve both quantitative and qualitative at-

tributes with various kinds of uncertainties. These

uncertainties are associated with the subjective hu-

mans mental activities such as randomness 1, fuzzi-

ness 2, indetermination 3, indistinguishability 4, in-

comparability 5, incompleteness 6, incredibility, ig-

norance and so on 7. In many circumstances, the

attributes, especially qualitative ones, could only be
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properly assessed using human judgment which is

subjective in nature and is inevitably associated with

uncertainties. Even some attributes or phenomena

with owned uncertainties.

There is an extensive literature about Multi-
Attribute Decision Making under Uncertainty
(UMADM) method. Montes et al.8−11 focus mostly

on two different optimality criteria that serve as an

alternative to the expected utility model: stochastic

dominance and statistical preference, and make de-

cision by considering all the probability measures

and utility functions compatible with the available

information. Park et al.12 thought that risk is caused

by the uncertainty of nature state and a decision

makers action and proposed an expected utility and

uncertainty risk model by making a compromise be-

tween measures of expected utility and uncertainty.

Fu and Yang 13 developed an evidential reasoning

based consensus model to find commonly satisfac-

tory solutions to multi-attribute group decision mak-

ing problems with interval belief structures. Guo et

al.14 gave several pairs of preference programming

based on evidential reasoning algorithm with inter-

val uncertainty, defined and computed the maximum

and minimum expected utilities for each alternative.

Expected Utility Theory (EUT) 15 served for this

purpose for a long time as a normative model of ra-

tional choice. However, actual choices often exhibit

systematically deviations from this widely accepted

theory. This discrepancy has given impetus to com-

peting theory that attempt to explain individual be-

havior under conditions of uncertainty, an alternative

model, Prospect Theory (PT) was developed by No-

bel economics laureate Kahneman and Tversky 16.

The purpose of this descriptive model is to explain

agents behavior in uncertain environments, which

remained unexplained by EUT 17.

Kahneman and Tversky 16 discovered judgment

and decision of actual decision making behavior de-

viating from the EUT under uncertainty through the

experiments, and the PT was proposed, which is the

first-generation prospect theory. The value function

and weight function instead of the utility function in

EUT are used to describe decision making behav-

ior. The outcomes are expressed by means of gains

and losses from a reference alternative. PT is an

important research achievement on behavioral eco-

nomics, and it has successfully been used as behav-

ioral model of decision making under risk mainly

in market decision making 18, economics 19−20, fi-

nance 21, risk management 22, etc. Due to the first-

generation prospect theory is the conceptual model,

Tversky and Kahneman 23 developed the Cumula-
tive Prospect Theory (CPT or PT for short) in 1992.

CPT capture psychological aspects of decision mak-

ing under risk using value function, weight function

and weighted sum method.

Generalized decision theory include two types:

prescriptive decision theory and descriptive decision

theory. Prescriptive decision theory researches how

to make decision in theoretically research, descrip-

tive decision theory researches how to make deci-

sion through the empirical research. Behavioral sci-

entists, social scientists and philosophers try to find

more detailed descriptive model of decision making

process which in order to provide more advanced

prescriptive decision making process for mathemati-

cian, economist, business management and other

personnel. In this paper, we research a prescriptive

decision making method based on the behavioral

scientists research achievement—Prospect Theory
(PT) and uncertainty inference method—Evidential
Reasoning (ER) to support decision making.

In a real world decision situation, decision maker

often faces classification or integration of uncer-

tainty information, uncertainty reasoning and deci-

sion judgments. The ER approach 24−29 is an ef-

fective information fusion and uncertainty reason-

ing method for decision making 30. And the ER

approach provides a novel procedure for aggregat-

ing multiple attributes based on the distributed as-

sessment and the evidence combination rule of the

Dempster-Shafer theory. Within this ER assessment

framework, there are some characteristics need to

notice:

(i) uncertainty structures are represented as belief

structure;

(ii) the belief structures of different attributes with

the same evaluation grades;

(iii) for decision making, suppose that there are dif-

ferent utility of the each grades, then calculate
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the maximum expected utilities, minimum ex-

pected utilities and average ones.

Influenced by these first two characteristics, be-

lief structure cannot be a pretty good description of

uncertainty. Therefore, we will make decision using

certitude degrees directly in this paper. For the third

characteristic, the utility of each grade only need to

be meet that the greater grade with more utility with-

out specific method. Therefore, we will make de-

cision using value function and weight function of

PT in this paper. In general, the certitude degree is

the representation of uncertainty, PT is the descrip-

tive decision making method and ER approach un-

der certitude degree 31 is the inference method. In

this case, the prescriptive decision making method is

proposed and the alternatives can be select by com-

bination decision prospect value.

In this paper, we develop a decision making

method based on the PT and ER for solving the

UMADM problems. The rest of this paper is or-

ganized as follows. Section 2 is the preliminaries,

including normalization methods, certitude struc-

ture transformation methods and certitude rule based

inference method. The representation of Multi-
Attribute Decision Making with Certitude Degree
(MADM-CD) problem is proposed, and the Multi-
Attribute Decision Making method using Prospect
Theory and Evidential Reasoning (PT-ER method)

is also developed in Section 3. In Section 4, two

illustration examples are given for PT-ER method,

and compared with some existing approaches. Con-

clusion are drawn in Section 5.

2. Preliminaries

2.1. Normalization methods

The well known normalization methods include

range normalization method, max/min linear nor-

malization method, sum normalization method and

vector normalization method 32−33. These normal-

ization methods are based on the linear variation hy-

pothesis, but in fact, different attributes from dif-

ferent sides reflect the different characteristics of

things, the characteristics are often nonlinear. In or-

der to describe the change law of the normalized at-

tribute values more accurately, according to the di-

minishing marginal utility law in microeconomics,

the range-logarithm normalization method, loga-

rithm normalization method and max/min-logarithm

normalization method are given.

Suppose that yi j (i = 1,2, · · · , I; j = 1,2, · · · ,J)
should be normalized and Y = [yi j]I×J , the normal-

ized value is zi j for each yi j. There are three normal-

ization methods are given as follows.

(i) range-logarithm normalization method

(a) benefit type

zi j = log2

(
yi j −min

{
y j
}

max
{

y j
}−min

{
y j
} +1

)

(b) cost type

zi j = log2

(
max

{
y j
}− yi j

max
{

y j
}−min

{
y j
} +1

)

where min
{

y j
}
= min

{
y1 j,y2 j, · · · ,yI j

}
,

max
{

y j
}

= max
{

y1 j,y2 j, · · · ,yI j
}

,

max
{

y j
} �= min

{
y j
}

. The normaliza-

tion attribute values have the same met-

ric space, the maximum value is 1, the

minimum value is 0. This normalization

method is not suitable for the attribute of

which the maximum and minimum values

are both the same number.

(ii) logarithm normalization method

(a) benefit type

zi j =
ln
(
yi j
/

min
{

y j
})

ln
(
max

{
y j
}/

min
{

y j
})

(b) cost type

zi j =
ln
(
max

{
y j
}/

yi j
)

ln
(
max

{
y j
}/

min
{

y j
})

where min
{

y j
}
= min

{
y1 j,y2 j, · · · ,yI j

}
,

max
{

y j
}
= max

{
y1 j,y2 j, · · · ,yI j

}
, yi j �=

0(i = 1,2, · · · , I). The normalization at-

tribute values have the same metric space,

the maximum value is 1, the minimum
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value is 0. If the attribute value is 0, then

this attribute value do not participate the

minimum operation and maximum opera-

tion. The normalization value of attribute

value 0 is 0.

(iii) max/min-logarithm normalization method

(a) benefit type

zi j = log2

(
yi j

max
{

y j
} +1

)

(b) cost type

zi j = log2

(
min

{
y j
}

yi j
+1

)

where min
{

y j
}
= min

{
y1 j,y2 j, · · · ,yI j

}
,

max
{

y j
}

= max
{

y1 j,y2 j, · · · ,yI j
}

,

max
{

y j
} �= 0 for benefit attribute, yi j �=

0(i = 1,2, · · · , I) for cost attribute. The

maximum value of the normalization at-

tribute values is 1, but the minimum value

of the normalization attribute values is not

always 0. If the attribute value of the cost

attribute is 0, then this attribute value do

not participate the minimum operation.

The normalization value of attribute value

0 is 0.

2.2. Certitude structure transformation method

Certainty factor is proposed by E.Short and

B.Buchanan for MYCIN expert system in 1973 34.

In order to construct the rule base of the expert sys-

tem, the expert gives a number to each rule, this

number is the degree of precision or certainty and

it is named after the certainty factor of the rule. In

this paper, the certainty factor is extended to the at-

tribute value, and the certitude structure is given as:

(y,cd)

where y is the flag value means the known fact and

y is called identity value; cd is the certainty factor

which represents the degree of certainty of y. Cer-

titude structure is determined according to the cog-

nition of human and representing the uncertainty of

knowledge.

In some MADM problems, the attribute values

may be given according to different data represen-

tations, such as real numbers, interval numbers, in-

tuitionistic fuzzy numbers and linguistic variables.

Suppose that each attribute has only one date rep-

resentation, all of these attribute values should be

transformed into certitude structure. According to

the following definitions and principles:

(i) the definitions of interval numbers, intuitionis-

tic fuzzy numbers and linguistic variables,

(ii) the similarity measure of interval values 35,

(iii) the equivalence relation of the interval valued

fuzzy set and intuitionistic fuzzy set 36−37,

(iv) the diminishing marginal utility law 38.

The certitude structure transformation method is

given as follows.

Without loss of generality we suppose that all the

attribute values are nonnegative numbers. Suppose

that the attribute value yi j which is the value at alter-

native Ai with respect to the jth attribute Xj.

(i) real number

If yi j is a real number, then yi j is the exact num-

ber without uncertainty, and the certitude degree of

yi j is 1. In this case, the certitude structure of yi j is

given as follows:

(yi j,1) .

(ii) interval number

If yi j is an interval number, then yi j can be given

as yi j =
[
yL

i j,y
U
i j

]
, where yU

i j is the upper bound of yi j,

yL
i j is the lower bound of yi j, 0 � yL

i j � yU
i j . yi j can be

defined as yi j =

〈
yU

i j+yL
i j

2
,

yU
i j−yL

i j
2

〉
, where

yU
i j+yL

i j
2

is the

midpoint of yi j and
yU

i j−yL
i j

2
is the radius of yi j.

In this paper, the midpoint
yU

i j+yL
i j

2
is assigned to

the identity value of yU
i j . In order to get the certi-

tude degree of yU
i j , we calculate the certitude degree

of interval number yU
i j , the upper bounds and lower

bounds should be normalized into [0,1] firstly. The

only one thing to be noted here is that this step has

nothing to do with the type of the attribute. The pur-

pose of this step is to transmute interval number into

interval value, and the best situation is that the trans-

mutation meets the diminishing marginal utility law.
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According to the similarity measure of interval val-

ues 35, the certitude degree can be given.

Suppose that the normalized value of yi j is[
yL

i j,y
U
i j

]
and the normalized midpoint is yM

i j =[
yM

i j ,y
M
i j

]
, satisfied yL

i j � yM
i j � yU

i j . Then the similar-

ity measure of
[
yL

i j,y
U
i j

]
and

[
yM

i j ,y
M
i j

]
is as follows.

Sm

([
yL

i j,y
U
i j

]
,
[
yM

i j ,y
M
i j

])
= 1− 1

2

(∣∣∣yL
i j − yM

i j

∣∣∣+ ∣∣∣yU
i j − yM

i j

∣∣∣)
= 1− 1

2

(
yM

i j − yL
i j + yU

i j − yM
i j

)
= 1− 1

2

(
yU

i j − yL
i j

)

and the certitude degree of yi j is cdi j = 1 −
1
2

(
yU

i j − yL
i j

)
.

(iii) intuitionistic fuzzy number

If yi j is an intuitionistic fuzzy number, then it

can be represented by yi j =
〈
μ (yi j) ,η (yi j)

〉
, where

μ (yi j) is the degree of membership and η (yi j) is the

degree of non-membership, μ (yi j)+η (yi j)� 1.

Deschrijver et al. 36 and Chen et al. 37 had

proved that there is an isomorphism mapping be-

tween the interval valued fuzzy set and intuitionis-

tic fuzzy set. It means that there is an equivalence

relationship between interval valued fuzzy set and

intuitionistic fuzzy set, and yi j =
〈
μ (yi j) ,η (yi j)

〉
can be expressed as yi j = [μ (yi j) ,1−η (yi j)]. The

intuitionistic fuzzy number yi j can be transformed

into certitude structure using the certitude structure

transformation method of interval number.

(iv) linguistic variables

If yi j is a linguistic variable, then it is a mem-

ber of a predefined linguistic term, such as υ =
{υt |t = 1,2, · · · ,T }, T is the number of the lin-

guistic variables and it is an odd number. For t ∈
{1,2, · · · ,T}, r ∈ {1,2, · · · ,T} and t > r, we have

Vt �Vr, where ’�’ notes ’is better than’.

In the actual operation, the linguistic variable

is often represented as interval number, triangular

fuzzy number, trapezoidal fuzzy number or intu-

itionistic fuzzy number. For triangular fuzzy num-

ber and trapezoidal fuzzy number, they can be trans-

formed into interval numbers with cut sets 39, and

the interval number can be transformed into certi-

tude structure.

The following examples focusing on intuition-

istic fuzzy number, linguistic variable can be ex-

pressed as intuitionistic fuzzy number with the cor-

responding relationship between linguistic term and

intuitionistic fuzzy set. Table 1 is an example

adapted from Refs. 40 and 41.

Table 1. Linguistic terms with 11 scales

Linguistic variables
Intuitionistic

fuzzy number

Extremely High, E < 1.00,0.00 >
Very Very High, VVH < 0.90,0.10 >
Very High, VH < 0.80,0.10 >
High, H < 0.70,0.20 >
Medium, High MH < 0.60,0.30 >
medium, M < 0.50,0.40 >
Medium Low, ML < 0.40,0.50 >
Low, L < 0.25,0.60 >
Very Low, VL < 0.10,0.75 >
Very Very Low, VVL < 0.10,0.90 >
Extremely Low, EL < 0.00,1.00 >

As linguistic variable can be expressed as intu-

itionistic fuzzy number, it also can be transformed

into certitude structure.

2.3. Certitude rule based inference method

In this subsection, the Certitude Rule Based In-
ference Method using ER approach (CRIMER) is

given.

Suppose E = {et |t = 1,2, · · · ,T } is the set of ev-

idences et with relative weight wt and certitude de-

gree ct , the proposition set Ψ={ψ} is the frame of

discernment and P(Ψ) = 2Ψ = { /0,{ψ}}, then the

basic probability mass can be given as follows.

A basic probability mass is a function m : 2Ψ →
[0,1], satisfying 42:

m( /0) = 0

∑
H⊆Ψ

m(H) = 1

in other words

m( /0)+m(Ψ)+m(P(Ψ)) = m(Ψ)+m(P(Ψ)) = 1.
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Let

m(ψ) = m({ψ}) = m(Ψ)

then

m(ψ)+m(P(Ψ)) = 1.

Based on the ER approach, the mass functions of

evidence et (t = 1,2, · · · ,T ) with relative weight wt
and certitude degree ct is given as follows.

mt (ψ) = wtct , mt ( /0) = 0

mt (P(Ψ)) = 1−wtct , mt (P(Ψ)) = 1−wt

where mt (ψ) is the basic probability mass caused

by et ; mt (P(Ψ)) is the remaining probability mass

that is unassigned to Ψ caused by the incomplete-

ness of et ; mt (P(Ψ)) is amount of remaining sup-

port left uncommitted by the relative importance of

et , coined as the residual support of Ψ that cannot be

assigned by et alone due to its weight.

The set of the first t (t = 1,2, · · · ,T −1) evi-

dences is EΓ(t) = {e1,e2, · · · ,et}, the recursive com-

bination formulas are as follows.

mΓ(1) (ψ) = m1 (ψ) = w1c1

mΓ(1) ( /0) = 0

mΓ(1) (P(Ψ)) = m1 (P(Ψ)) = 1−w1c1

mΓ(1) (P(Ψ)) = m1 (P(Ψ)) = 1−w1

the combination process can be developed into the

following algorithm:

mΓ(t+1) (ψ) = mΓ(t) (ψ)mt+1 (ψ)

+mΓ(t) (ψ)mt+1 (P(Ψ))+mΓ(t) (P(Ψ))mt+1 (ψ)

mΓ(t+1) (P(Ψ)) = mΓ(t) (P(Ψ))mt+1 (P(Ψ))

mΓ(t+1) (P(Ψ)) = mΓ(t) (P(Ψ))mt+1 (P(Ψ))

the combined certitude degree is as follows:

c =
mΓ(T ) (ψ)

1−mΓ(T ) (P(Ψ))
.

3. Decision making method

Suppose that a MADM-CD problem has I al-

ternatives Ai (i = 1,2, · · · , I) and J attributes

Xj ( j = 1,2, · · · ,J). The relative weights of the at-

tributes are denoted by W = (W1, · · · ,Wj, · · · ,WJ),

satisfying 0 � Wj � 1 and
J
∑
j=1

Wj = 1. There are

S future states, and the probability of occurrence

of the sth (s = 1,2, · · · ,S) state is ps. If there is a

certitude structure

(
xs

i j,
(

cds
i j

)′)
for attribute Xj of

alternative Ai with the sth state, then the final cer-

titude degree c f s
i j for attribute Xj of alternative Ai

with the sth state is given as the product of ps and(
cds

i j

)′
. The evaluation vector for attribute Xj of

alternative Ai is:

(Xi j,CDi j) =
((

x1
i j,cd1

i j
)
,
(
x2

i j,cd2
i j
)
, · · · ,(xS

i j,cdS
i j
))

where xs
i j (s = 1,2, · · · ,S) is the attribute value for

attribute Xj of alternative Ai with the sth state, cds
i j =

ps ×
(

cds
i j

)′
is the certitude degree of xs

i j, 0 < cds
i j

and
S
∑

s=1
cds

i j � 1. The decision matrix is given as fol-

lows:

DMCD =⎡
⎢⎢⎢⎣

(X11,CD11) (X12,CD12) · · · (X1J,CD1J)
(X21,CD21) (X22,CD22) · · · (X2J,CD2J)

...
...

...

(XI1,CDI1) (XI2,CDI2) · · · (XIJ,CDIJ)

⎤
⎥⎥⎥⎦

Reference point is an important element of

prospect theory. Decision goal, status quo and min-

imum requirements may be the more common oc-

curring evaluating benchmark. In this paper, O =
(o1, · · · ,o j, · · · ,oJ) is the reference points vector.

Heath et al. 43 had argued that decision goals

serve as reference points in a manner consistent with

the value function of PT, and decision goals inherit

the properties of the value function—not only a ref-

erence point, but also loss aversion and diminishing

sensitivity. So in the paper, the decision goals can

be served as reference points with MADM-CD with

decision goals problem preferentially.
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Wakker and Zank 44 proposed a value function;

Prelec 45 proposed a probability weight function

from the axioms. On the basis of their research, the

value function v and certainty weight function π for

attribute Xj of alternative Ai with the sth state are

given as follows.

v
(
Δxs

i j
)
=

⎧⎨
⎩

δ
(

Δxs
i j

)α
,

−θ
(
−Δxs

i j

)β
,

Δxs
i j � 0

Δxs
i j < 0

π
(
cds

i j
)
=

⎧⎪⎪⎨
⎪⎪⎩

exp

{
−
(
− lncds

i j

)σ+
}
, Δxs

i j � 0

exp

{
−
(
− lncds

i j

)σ−}
, Δxs

i j < 0

where Δxs
i j is the gains or the losses for attribute Xj

of alternative Ai with the sth state, Δxs
i j = xs

i j −o j for

benefit attribute, Δxs
i j = o j − xs

i j for cost attribute. α
and β show the concave-convex degree of the region

value function of the gains and the losses, respec-

tively, where α > 0, β > 0; if the decision maker

is an adventurous decision maker then α > 1 and

β > 1, if the decision maker is an intermediate de-

cision maker then α = β = 1, if the decision maker

is a conservative decision maker then 0 < α < 1 and

0 < β < 1. δ and θ show the decision maker is more

sensitive to the gains or the losses; if the decision

maker is more sensitive to the gains than the losses

then δ > 1 and θ = 1, if the decision maker is more

sensitive to the losses than the gains then δ = 1 and

θ > 1. π
(

cds
i j

)
is the certainty weight function of

both the gains and the losses, satisfies all four target

properties: risk aversion for gains and risk seeking

for losses of high probability, risk seeking for gains,

risk aversion for losses of low probability. For ad-

venturous decision maker 0 < σ− < σ+ < 1, for an

adventurous decision maker 0 < σ+ < σ− < 1, for

an intermediate decision maker σ+ = σ− = 1; if σ
approaches 1, then the certainty weight function ap-

proximates the linear, the expected utility case, if σ
approaches 0, then the certainty weight function ap-

proximates a step function.

The value-weight matrix VW is given as follows:

VW =

⎡
⎢⎢⎢⎣

(v(Δx11) ,π (cd11)) (v(Δx12) ,π (cd12)) · · · (v(Δx1J) ,π (cd1J))
(v(Δx21) ,π (cd21)) (v(Δx22) ,π (cd22)) · · · (v(Δx2J) ,π (cd2J))

...
...

...

(v(ΔxI1) ,π (cdI1)) (v(ΔxI2) ,π (cdI2)) · · · (v(ΔxIJ) ,π (cdIJ))

⎤
⎥⎥⎥⎦

where

(v(Δxi j) ,π (cdi j)) =
((

v
(
Δx1

i j
)
,π
(
cd1

i j
))

, · · · , (v(Δxs
i j
)
,π
(
cds

i j
))

, · · · ,(v(ΔxS
i j
)
,π
(
cdS

i j
)))

.

The Prospect value (Pv) for attribute Xj of alter-

native Ai with the sth state is given as follows:

V s
i j = v

(
Δxs

i j
)

π (cdi j)

the prospect value matrix PM is given as follows:

PM =

⎡
⎢⎢⎢⎣

V11 V12 · · · V1J

V21 V22 · · · V2J
...

...
...

VI1 VI2 · · · VIJ

⎤
⎥⎥⎥⎦

where Vi j =
(

V 1
i j,V

2
i j, · · · ,V S

i j

)
is called Component

Prospect value (CPv).

With normalization method, the sth Normalized
Prospect value (NPv) for attribute Xj of alternative

Ai is V s
i j; the sth Normalized Weight (NW) for each

certainty weight π (cdi j) of the ith alternative Ai on

the jth attribute Xj is ws
i j:

ws
i j =

π
(

cds
i j

)
S
∑

t=1
π
(

cdt
i j

) .

The prospect-weight matrix PW of NPv and NW
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is given as follows:

PW =

⎡
⎢⎢⎢⎣
(
V 11,w11

) (
V 12,w12

) · · · (
V 1J,w1J

)(
V 21,w21

) (
V 22,w22

) · · · (
V 2J,w2J

)
...

...
...(

V I1,wI1

) (
V I2,wI2

) · · · (
V IJ,wIJ

)

⎤
⎥⎥⎥⎦

where
(
V i j,wi j

)
=

((
V 1

i j,w
1
i j

)
,
(

V 2
i j,w

2
i j

)
, · · · ,(

V S
i j,w

S
i j

))
, V i j is the Normalized Component

Prospect value (NCPv).

With CRIMER, V s
i j (s = 1,2, · · · ,S) serve as the

degrees of belief for Xi j in this paper, the reasons are

as follows:

(i) the set Γi j =
{

/0,
{

Ai j
}}

is the frame of dis-

cernment, where Ai j is the result of alternative

Ai on attribute Xj, and (Xi j,CDi j) is the evi-

dence;

(ii) V s
i j indicates that the great the NPv is, the bet-

ter the alternative will be, this is consistent

with the certitude degree;

(iii) 0 �V s
i j � 1(i = 1,2, · · · , I; j = 1,2, · · · ,J) .

For the ith alternative Ai, attribute prospect value

Pi j on the jth attribute Xj can be given as follows.

mi,s (Ai j) = ws
i jV

s
i j

mi,s ( /0) = 0

mi,s (Γi j) = 1−ws
i jV

s
i j

mi,s (Γi j) = 1−ws
i j

where mi,s (Ai j) is the basic prospect assignment de-

termined by (Xi j,CDi j); mi,s (Γi j) is the remaining

prospect assignment (or remaining probability mass)

that is unassigned to Xj caused by the incomplete-

ness of (Xi j,CDi j); mi,s (Γi j) is the remaining sup-

port left uncommitted by (Xi j,CDi j).
When s = 1,

mi,T (1) (Ai j) = mi,1 (Ai j) = w1
i jV

1
i j

mi,T (1) ( /0) = mi,1 ( /0) = 0

mi,T (1) (Γi j) = mi,1 (Γi j) = 1−w1
i jV

1
i j

mi,T (1) (Γi j) = mi,1 (Γi j) = 1−w1
i j

then the combination process is as follows:

mi,T (s+1) (Ai j) = mi,T (s) (Ai j)mi,s+1 (Ai j)

+mi,T (s) (Ai j)mi,s+1 (Γi j)+mi,T (s) (Γi j)mi,s+1 (Ai j)

mi,T (s+1) (Γi j) = mi,T (s) (Γi j)mi,s+1 (Γi j)

mi,T (s+1) (Γi j) = mi,T (s) (Γi j)mi,s+1 (Γi j)

Pi j =
mi,T (S) (Ai j)

1−mi,T (S) (Γi j)
.

The attribute prospect value matrix MAP is com-

posed of all prospect values:

MAP =

⎡
⎢⎢⎢⎣

P11 P12 · · · P1J

P21 P22 · · · P2J
...

...
...

PI1 PI2 · · · PIJ

⎤
⎥⎥⎥⎦

With CRIMER, the attribute prospect value Pi j
serve as the degrees of belief for alternative Ai on

attribute Xj in this paper, the reasons are as follows:

(i) the power set Λi = { /0,{Ai}} of the sin-

gle proposition set of {Ai}, alternative Ai
is the frame of discernment, and Xi ={
(Xi1,CDi1) , · · · ,(Xi j,CDi j) , · · · ,(XiJ,CDiJ)

}
is

the evidence set;

(ii) the attribute prospect value Pi j indicates that

the great the normalized prospect value is, the

better the alternative will be, this is consistent

with the degree of certainty;

(iii) the evidence (Xi j,CDi j) for attribute Xj of al-

ternative Ai is a meaningful and independent

evaluation standard for describing decision re-

sult;

(iv) 0 � Pi j � 1,(i = 1,2, · · · , I; j = 1,2, · · · ,J) .
The combination decision prospect value V (Ai)

of alternative Ai can be given as follows.

m j (Ai) =WjPi j

m j ( /0) = 0

m j (Λi) = 1−WjPi j

m j (Λi) = 1−Wj
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where m j (Ai) is the basic prospect assignment

(also known as basic probability mass) caused by

(xi j,cdi j); m j (Λi) is the remaining prospect assign-

ment that is unassigned to {Ai} caused by the in-

completeness of (xi j,cdi j); m j (Λi) is the remaining

support left uncommitted by (xi j,cdi j).
When s = 1,

mT (1) (Ai) = m1 (Ai) =W1Pi1

mI(1) ( /0) = m1 ( /0) = 0

mT (1) (Λi) = m1 (Λi) = 1−W1Pi1

mT (1) (Λi) = m1 (Λi) = 1−W1

then the combination process is as follows:

mT ( j+1) (Ai) = mT ( j) (Ai)m j+1 (Ai)

+mT ( j) (Ai)m j+1 (Λi)+mT ( j) (Λi)m j+1 (Ai)

mT ( j+1) (Λi) = mT ( j) (Λi)m j+1 (Λi)

mT ( j+1) (Λi) = mT ( j) (Λi)m j+1 (Λi)

V (Ai) =
mT (J) (Ai)

1−mT (J) (Λi)
.

Obviously, the combination decision prospect

value indicates that the greater the combination de-

cision prospect value V (Ai) is, the better the alter-

native Ai will be. As a result, in accordance to a de-

scending order of the overall combination decision

prospect values of all alternatives, we can determine

the ranking order of all alternatives or select the de-

sirable alternative(s) from the alternative set.

In summary, the procedure of the PT-ER method

for MADM-CD problem is given as follows.

Step 1 Structure value function v and certainty

weight function π .

Step 2 Get the prospect-weight matrix PW .

Step 3 Calculate the attribute prospect values us-

ing CRIMER, and get the attribute prospect value

matrix MAP.

Step 4 Calculate the combination decision

prospect values V (Ai) using CRIMER.

Step 5 Determine the ranking order of all alter-

natives or select the desirable alternative(s).

4. Illustration examples

In this section, two examples are given to illustrate

the feasibility and validity of the PT-ER method by

comparing with some existing approaches.

4.1. The assessment of tactical missiles

In this subsection, we will utilize an example

(adapted from Ref. 41) involving the assessments

for five tactical missiles to illustrate the developed

methods. The weapons suppliers provided some in-

formation of these five tactical missiles after inves-

tigate. According to Table 1, the experts provide the

specifications of these five tactical missiles shown in

Table 2. With the certitude structure transformation

method (Subsection 2.2) the specifications of these

five tactical missiles with certitude degrees shown in

Table 3 (based on vector normalization method).

Table 2. Specifications of tactical missiles

Types
Accuracy

(X1,km)

Payload

(X2,kg)

Mobility

(X3,km/h)

Price

(X4,106$)

Reliability

(X5)

Maintainability

(X6)

Tactical Missile 1 A1

(
x1 j,cd1 j

)
2.0 500 [55,56] [4.7,5.7] M VH

Tactical Missile 2 A2

(
x2 j,cd2 j

)
2.5 540 [30,40] [4.2,5.2] L M

Tactical Missile 3 A3

(
x3 j,cd3 j

)
1.8 480 [50,60] [5.0,6.0] H H

Tactical Missile 4 A4

(
x4 j,cd4 j

)
2.2 520 [35,45] [4.5,5.5] M M

Tactical Missile 5 A5

(
x5 j,cd5 j

)
3.0 580 [30,35] [4.8,5.5] MH MH

Weight 0.2 0.2 0.1 0.1 0.2 0.2

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

56



Liuqian Jin et al.

Table 3. Specifications of tactical missiles (with certitude de-
gree)

Types
Accuracy

(X1,km)

Payload

(X2,kg)

Mobility

(X3,km/h)

Price

(X4,106$)

Reliability

(X5)

Maintainability

(X6)

Tactical Missile 1

A1

(
X1 j,CD1 j

) (2.0,1) (500,1) (55.5,0.9652) (5.20,0.9163) (0.550,0.9005) (0.850,0.9526)

Tactical Missile 2

A2

(
X2 j,CD2 j

) (2.5,1) (540,1) (35.0,0.8732) (4.70,0.9023) (0.325,0.7234) (0.550,0.9096)

Tactical Missile 3

A3

(
X3 j,CD3 j

) (1.8,1) (480,1) (55.0,0.9376) (5.50,0.9233) (0.750,0.9345) (0.750,0.9432)

Tactical Missile 4

A4

(
X4 j,CD4 j

) (2.2,1) (520,1) (40.0,0.8971) (5.00,0.9112) (0.550,0.9005) (0.550,0.9096)

Tactical Missile 5

A5

(
X5 j,CD5 j

) (3.0,1) (580,1) (32.5,0.9025) (5.15,0.9285) (0.650,0.9208) (0.650,0.9299)

Weight 0.2 0.2 0.1 0.1 0.2 0.2

This is a MADM-CD problem with single state,

involving five alternatives and six attributes without

decision goal. Attribute Price (X4) is a cost attribute,

and the others are benefit ones. As the decision goal

is not given, we using current minimum require-

ments (the worst attribute value of all alternatives)

as reference points and apply the PT-ER method to

the ranking and selection of the alternative tactical

missiles below.

Current minimum requirements reference points

is O = (1.8,480,32,5.5,0.325,0.55).
Step 1 Structure value function v and weight

function π .

For conservative decision maker, suppose that

this decision maker is more sensitive to the gains

than the losses, then with Refs. 45 and 46 the value

function and weight function can be given as fol-

lows:

v(Δxi j) =

{
(Δxi j)

1.21,

−2.25(−Δxi j)
1.02,

Δxi j � 0

Δxi j < 0

π (c fi j) =

⎧⎨
⎩

exp
{
−(− lncdi j)

0.603
}
, Δxi j � 0

exp
{
−(− lncdi j)

0.605
}
, Δxi j < 0

The value-weight matrix VW is given as follows:

VW =⎡
⎢⎢⎢⎢⎣

(0.1426,1) (37.5186,1) (45.6029,0.8759) (0.2330,0.7954) (0.1645,0.7746) (0.2330,0.5180)
(0.6495,1) (141.7630,1) (3.7785,0.7419) (0.7634,0.7768) (0,0.6032) (0,0.7864)

(0,1) (0,1) (44.4315,0.8267) (0,0.8043) (0.3551,0.8219) (0.1426,0.8357)
(0.3300,1) (86.7946,1) (12.3805,0.7703) (0.4323,0.7885) (0.1645,0.7746) (0,0.7864)
(1.2468,1) (263.0268,1) (0.4323,0.7771) (0.2808,0.8128) (0.2567,0.8017) (0.0617,0.8149)

⎤
⎥⎥⎥⎥⎦

Step 2 Get the prospect-weight matrix PW .

The prospect values can be given with Vi j =
v(Δxi j)π (cdi j), the prospect value matrix PM is

given as:

PM =

⎡
⎢⎢⎢⎢⎣

0.1426 37.5186 39.9427 0.1853 0.1274 0.1985

0.6495 141.7630 2.8033 0.5930 0 0

0 0 36.7309 0 0.2918 0.1192

0.3300 86.7946 9.564 0.3408 0.1274 0

1.2468 263.0268 0.3359 0.2282 0.2058 0.0502

⎤
⎥⎥⎥⎥⎦ .
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As there is only one state in this example, the

NW is 1. With the range-logarithm normalization

method, the prospect-weight matrix PW is given as:

PW =

⎡
⎢⎢⎢⎢⎣

(0.1563,1) (0.1924,1) (1.0000,1) (0.3923,1) (0.5226,1) (1.0000,1)
(0.6049,1) (0.6220,1) (0.0872,1) (1.0000,1) (0,1) (0,1)

(0,1) (0,1) (0.9403,1) (0,1) (1.0000,1) (0.6787,1)
(0.3387,1) (0.4114,1) (0.3013,1) (0.6551,1) (0.5226,1) (0,1)
(1.0000,1) (1.0000,1) (0,1) (0.4697,1) (0.7698,1) (0.3256,1)

⎤
⎥⎥⎥⎥⎦ .

Step 3 Get the attribute prospect value matrix

MAP. With CRIMER, the attribute prospect value

matrix MAP is as follows:

MAP =

⎡
⎢⎢⎢⎢⎣

0.1563 0.1924 1.0000 0.3923 0.5226 1.0000

0.6049 0.6220 0.0872 1.0000 0 0

0 0 0.9403 0 1.0000 0.6787

0.3387 0.4114 0.3013 0.6551 0.5226 0

1.0000 1.0000 0 0.4697 0.7698 0.3256

⎤
⎥⎥⎥⎥⎦ .

Step 4 Calculate the combination decision

prospect values V (Ai) using CRIMER The combi-

nation decision prospect values are as follows:

V (A1)=0.6333, V (A2)=0.4689, V (A3)=0.5591,

V (A4)=0.4574, V (A5)=0.7745.

According to V (Ai)(i = 1,2,3,4,5), the alterna-

tive tactical missiles: A5 � A1 � A3 � A4 � A2.

Thus, tactical missiles A5 should be further devel-

oped. In Ref. 41, the rank is A3 �A1 �A5 �A4 �A2

and tactical missiles A3 should be further developed.

If the decision maker is an intermediate decision

maker, then the combination decision prospect val-

ues are as follows:

V (A1)=0.6771, V (A2)=0.5002, V (A3)=0.5729,

V (A4)=0.5206, V (A5)=0.7987.

The alternative tactical missiles: A5 � A1 � A3 �
A4 � A2. Thus, tactical missiles A5 should be further

developed. In Ref. 41, the rank is A1 � A5 � A3 �
A4 � A2 and tactical missiles A1 should be further

developed.

If the decision maker is an adventurous decision

maker, then the combination decision prospect val-

ues are as follows:

V (A1)=0.7009, V (A2)=0.5163, V (A3)=0.5753,

V (A4)=0.5495, V (A5)=0.8100.

The alternative tactical missiles: A5 � A1 � A3 �
A4 � A2. Thus, tactical missiles A5 should be further

developed. In Ref. 41, the rank is A1 � A3 � A5 �
A4 � A2 and tactical missiles A1 should be further

developed.

In order to show the performance of PT-ER

method, we compare the three optimal alternatives

A1, A3 and A5 based on Table 2.

(i) Compare alternative A1 and alternative A3. Ex-

cept the fifth attribute Reliability(X5), alterna-

tive A3 is no match for alternative A1 on the

other attributes. So it is more reasonable that

alternative A1 is better than alternative A3.

(ii) Compare alternative A1 and alternative A5.

Except the third attribute Mobility(X3) and

the sixth attribute Maintainability(X6), alter-

native A1 is no match for alternative A5 on

the other attributes, especially on the first at-

tribute Accuracy(X1) and the second attribute

Payload(X2). Moreover, although alternative

A1 is better than alternative A5 on the third at-

tribute Mobility(X3), the weight of the third at-

tribute Mobility(X3) is less than others and the

third attribute Mobility(X3) has no obvious ef-

fect. So it is more reasonable that alternative

A5 is better than alternative A1.

In conclusion, for this example, PT-ER method is

feasibility and validity, and better than the decision

making method in Ref. 41.
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4.2. The investment of aviation equipment

In this subsection, we will analysis an example

(adapted from Ref.47) involving the assessments

for four aviation equipment investment alterna-

tives to illustrate the developed methods. There

are four attributes: Promote national security ex-

pectation (PNSE(%)), Promote military technol-

ogy progress (PMTP(%)), Promote relevant indus-

tries development (PRID(%)) and Developed time

(DT(10years)). Due to the uncertainty of the inter-

national situation in the future, supposed that there

are three potential states: Stable international en-

vironment, Local small war, Large skirmish. The

project indicators of these four equipment invest-

ment alternatives are shown in Table 4.

This is a MADM-CD problem, involving four al-

ternatives and four attributes without decision goal.

Attribute Time (X4) is a cost attribute, and the oth-

ers are benefit ones. The attributes are under three

potential states:

S1: Stable international environment;

S2: Local small war;

S3: Large skirmish.

Because of the decision goal and attribute

weights are not given, to solve this issue, we using

current minimum requirements as reference points

and average weights to the ranking and selection of

the alternative tactical missiles below.

Current minimum requirements reference points

are O= (0.4,0.4,0.55,0.8) and attribute weights are

W = (0.25,0.25,0.25,0.25). For a conservative de-

cision maker, the attribute prospect values are shown

in Table 5.

The combination decision prospect values as fol-

lows:

V (A1)=0.4556, V (A2)=0.6696,

V (A3)=0.5580, V (A4)=0.6908.

According to V (Ai)(i = 1,2,3,4), the aviation

equipment investment alternatives: A4 � A2 � A3 �
A1, Thus, aviation equipment investment alternative

A4 should be accepted.

Table 4. The project indicators of equipment investment alter-
natives under different states (with certitude degrees)

Alternatives
PNSE

(X1,%)

PMTP

(X2,%)

PRID

(X3,%)

DT

(X4,10 years)

Alternative 1

A1

(
X1 j,CD1 j

) ((40,0.540),

(60,0.270),

(80,0.09))

((65,0.570),

(45,0.285),

(45,0.095))

((55,0.570),

(70,0.270),

(65,0.085))

((0.80,0.540),

(0.75,0.255),

(0.70,0.09))

Alternative 2

A2

(
X2 j,CD2 j

) ((55,0.570),

(55,0.285),

(50,0.090))

((50,0.540),

(65,0.285),

(75,0.095))

((70,0.540),

(65,0.255),

(60,0.090))

((0.65,0.570),

(0.60,0.270),

(0.65,0.095))

Alternative 3

A3

(
X3 j,CD3 j

) ((85,0.570),

(80,0.270),

(75,0.085))

((40,0.480),

(45,0.255),

(55,0.095))

((60,0.540),

(60,0.270),

(60,0.090))

((0.70,0.540),

(0.50,0.270),

(0.75,0.085))

Alternative 4

A4

(
X4 j,CD4 j

) ((65,0.570),

(60,0.270),

(65,0.095))

((55,0.570),

(55,0.255),

(50,0.080))

((55,0.570),

(70,0.270),

(75,0.095))

((0.45,0.570),

(0.65,0.285),

(0.55,0.085))

Table 5. The attribute prospect values

Alternatives PNSE (X1) PMTP (X2) PRID (X3) DT (X4)

Alternative 1 A1 0.2298 0.7251 0.3728 0.0641

Alternative 2 A2 0.3337 0.6361 0.8084 0.4733

Alternative 3 A3 0.8673 0.1268 0.3446 0.4299

Alternative 4 A4 0.5344 0.5820 0.4423 0.7940
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If the decision maker is an intermediate decision

maker, the combination decision prospect values as

follows:

V (A1)=0.4114, V (A2)=0.6389,

V (A3)=0.5277, V (A4)=0.6508.

The aviation equipment investment alternatives:

A4 � A2 � A3 � A1, Thus, aviation equipment in-

vestment alternative A4 should be accepted.

If the decision maker is an adventurous decision

maker, the combination decision prospect values as

follows:

V (A1)=0.4850, V (A2)=0.7290,

V (A3)=0.6177, V (A4)=0.7295.

The aviation equipment investment alternatives:

A4 � A2 � A3 � A1, Thus, aviation equipment in-

vestment alternative A4 should be accepted.

In general, the ranking order of aviation equip-

ment investment alternatives is A4 � A2 � A3 � A1

and the aviation equipment investment alternative A4

should be accepted. In Ref. 47, the ranking order is

A2 � A3 � A1 � A4 and aviation equipment invest-

ment alternative A2 should be accepted.

There is a really big disparity in the ranking order

of alternative A4, this is because that in Ref. 47, the

defaults of attribute types are benefit attributes, this

is not appropriate and realistic. (If DT is a benefit at-

tribute, then the optimal attribute is A2 and the worst

one is A4 based on the PT-ER method with average

weights).

In conclusion, the PT-ER method is feasibility

and validity with higher stability. As the decision

making method in Ref. 47 do not distinguish the

benefit attribute and cost attribute, and do not con-

sider the weights of attributes and the types of deci-

sion makers, the superiority of the PT-ER method is

also illustrate.

5. Conclusion

The multi-attribute decision making problems of-

ten need to deal with decision making information

with uncertainty. During the last two decades, a

number of researchers have proposed and developed

the evidential reasoning approach to deal with this

problems with both quantitative and qualitative at-

tributes. But those researchers modeling based on

the expected utility theory which systematically de-

viate from the individual behavior in real world.

Therefore, in this paper, based on the certitude

structure, we proposed a novel method to solve the

MADM problems where attribute values are hy-

brid types with uncertainty. Firstly, we describe the

decision making behavior of decision maker using

the prospect theory which is the competing theory

to expected utility theory by Kahneman and Tver-

sky 16,23. Then, a certitude structure transformation

method is developed to transform different data rep-

resentations into certitude structure to describe un-

certainty. Finally, the PT-ER method is proposed

based on prospect theory and evidential reasoning

approach. To test our methods effectiveness, we

compare the alternative rankings with the conclu-

sions of Guo 41 and Li 47 in Section 4, we can find

that the PT-ER method is more rational and effec-

tive.
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