
 

 

Conclusions 

The Combination of Spark Streaming with PF_RING make the entire protocol stack 

separate from the kernel of operating system. The above operation can not only 

reduce the overhead of system management, but also avoid the additional data 

movement. At the same time, the PF_RING library can directly operate with the card 

data. From the analysis of the published investigations, the custom protocol stacks can 

significantly increase the throughput of a simple application, but the improvement this 

performance are based on a set of software and hardware optimization solution.  

This paper discusses the effect of several potential network optimization 

technologies on the promotion of the performance of network. By the tests and 

optimizations for the typically distributed memory computing platform Spark and a 

distributed Streaming platform Spark Streaming, we found that the simple network 

optimization has certain limitations to improve overall application performance. 

Specific performance has the following three aspects: Firstly, the dependence of CPU 

intensive application on the network performance is low. Secondly, facing the 

throughput of network applications, the dependence on delay performance is low. 

Finally, the underlying network optimization is difficult and the compatibility is poor. 
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