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Abstract-In this paper, we propose a new approach for semantic 

image labeling by incorporating texture, gradient and color 

information. In our paper, the texture information is extracted 

by Gray Level Co-occurrence Matrix (GLCM). The gradient 

information is obtained by Histograms of Oriented Gradients 

(HOG). We apply the HOG, GLCM descriptors with color 

information simultaneously to enrich the image features of 

different information. To utilizing these features more 

effectively, we use the Approximate Nearest Neighbors (ANN) 

algorithm for clustering. After obtaining these information, the 

Joint Boost algorithm is applied to give an effective classifier by 

training many weak learner classifiers. At the end, a set of 

experiments with one descriptor or several descriptors 

combined are made to evaluating the performance of our 

method.  

Keywords-semantic image labeling; Histograms of Oriented 

Gradients; Gray Level Co-occurrence Matrix; accuracy; 

Approximate Nearest Neighbors. 

I INTRODUCTION 

Semantic image labeling is a fundamental and 
challenging problems popularly used for image 
understanding, searching and robotic visions, etc. The 
objective of semantic image labeling is to categorize every 
pixel of a given image into one of several predefined classes. 
For example, given the indoor scene labeling, we might label 
each pixel as either „desk‟, „ground‟, „chair‟ or „bed‟. The 
result is both a segmentation of the image and a recognition 
of each segment as a given object class. Figure 1 shows two 
examples of image labeling. In Figure 1, an image in a is a set 

of pixels P  with observed intensities pI  for each p P . A 

labeling L  shown in b assigns some label  0,1,2pL   to 

each pixel p P . Such labels can represent depth (in stereo), 

object index (in segmentation), original intensity (in image 
restoration), or other pixel properties.  The second example is 
shown in image c and d. Image in c is the input image and d is 
the result of image labeling of c. We use some different 
colors to represent object classes. For example, the red color 
in (b) represents „building‟, and yellow is „tree‟. The 
challenge of image labeling is to model the visual variability 
of a large number of both structured and unstructured object 
classes, to be invariant to viewpoint and illumination, and to 
be robust to occlusion [1]. Accuracy and efficiency are two 
important goals when dealing with large image groups. 

The popular conditional random field (CRF) models [3] 
have been widely used in recent years with two components 
formulated in an energy function: (a) A local data term 
encoding pixels-based or superpixel-based classification 

results [1, 4]. (b) Some pairwise relation terms expressing 
local or long-range context between labels such as 
co-occurrence [4-6]. However, in this paper we just consider 
the local data term (also called unary term) for semantic 
image labeling. In fact, having obtained the unary term we 
can apply it to conditional random fields to improve the 
performance. 
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Figure 1. Two examples of image labeling. 

The above two figures is one example.[2] And the below two is 

another example. (a) is an input image and (b) the labeling result of 

(a). (c) is an input image and (d) the labeling result of (c). 

The inspiration of this work comes from two sources. The 
first source is the idea of using appearance information, 
whose importance in object detection has been widely 
discussed such as in [1, 7, 8], and specially the idea of 
combining cues with the HOG descriptor, e.g., co-occurrence 
HOG [9], color HOG [10], etc. The second source is the 
popularity of using GLCM on texture image segmentation. 
By combining both of them, we can enrich the descriptors for 
semantic image labeling to enhance the accuracy without 
decrease the efficiency largely. 

The paper is organized as follows. Section 2 and Section 
3 introduce the HOG and GLCM descriptors respectively. 
Section 4 is the algorithm description. The experiment result 
is discussed in section 5 and Section 6 is our conclusion. 

II HOG FOR IMAGE LABELING  

The Histograms of Oriented Gradient (HOG) is a feature 
descriptor used popularly for the purpose of object detection 
in computer vision. The technique is to count the occurrences 
of gradient orientation in localized portions of an image. 
Comparing with other descriptors such as edge orientation 
histograms, scale-invariant feature transform descriptors, and 
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shape contexts, the difference is in that it is computed over a 
dense grid of uniformly spaced cells and uses overlapping 
local contrast normalization so that it can improve accuracy 
significantly. Navneet Dalal and Bill Triggs [14] first 
proposed HOG descriptors in 2005. In their work, this 
descriptor is applied in pedestrian detection over a set of 
static images. 

Following is the detailed explanation of the steps in 
computing HOG descriptor in our paper. 

Firstly, we compute the per pixel gradient and store its 
orientation and magnitude as shown in Equation (1) and (2). 

               (1) 

               

  
                     (2) 

where    and    denote the gradient values of horizontal 

and vertical direction,        is the corresponding 
magnitude, and        is the orientation of pixel gradient. 

To increase the efficiency only one bin (channel) of the 
image color is considered, here in our experiment, we only 
consider the L bin of image (the experimental images are all 
transformed from RGB to LAB).  

Secondly, the cell histogram is generated. Each pixel 
within the cell casts a weighted vote for an orientation-based 
histogram channel according to the gradient computation. 
Here, the histogram channels are spread over 0 to 180 
degrees, assuming the gradient is “unsigned”. We divide the 
orientation into 9 histogram channels and calculate the 
relevant weight according to the angle by using linear 
interpolation.  

Thirdly, to remove the influence of illumination and 
contrast, the gradient strengths must be locally normalized, 
which requires grouping the cells together into larger, 
spatially connected blocks. The HOG descriptor is then 
derived as the concatenated vector of the components of the 
normalized cell histograms from all of the block regions. 
These blocks can be overlapped so that each cell may 
contribute more than once to the final descriptor. The kind of 
our block is rectangular R-HOG blocks which are generally 
square grids and represented by three parameters: the number 
of cells per block, the number of pixels per cell, and the 
number of channels per cell histogram. In our experiment, we 
set     pixels per cell with 9 histogram channels and     
cells per block according to [14]. After calculating the HOG 
features in our experiment, we will get            
dimension responses for all training pixels. Getting the final 
HOG descriptor, we normalize the histogram by using 
L2-norm defined as following so that the HOG features are 
invariant to geometric and photometric transformations 

    
    

        
    

 (3) 

where     is the non-normalized vectors containing all 
histograms in the block and   is some small constant, e.g., 

e=0.0001. In fact,     is HOG descriptor, which can be 
described as (4). 

                  (4) 

where    is the value of i-th dimension in the 
corresponding block. 

III GLCM FOR IMAGE LABELING 

Texture property, like the color property, is an important 
low-level feature descriptor to describe an image. By using 
Gray Level Co-occurrence Matrix (GLCM), as many as 
fourteen texture features can be extracted simultaneously. To 
extract so many features simultaneously is usually very 
time-consuming. However, by using the approximate nearest 
neighbor(ANN) algorithm as demonstrated in Section 5 and 
careful choice of only four features from the fourteen features, 
the speed of labeling with GLCM can be largely enhanced. In 
addition, GLCM is very easy to be implemented and has a 
strong adaptability to apply in different sceneries.  

The detail steps of calculating GLCM in our paper are as 
follows: 

1) Transform the original images (RGB) into gray images 
and let gray level of the image compress to 8 which means 
the parameter   of GLCM is 8.  

2) Calculate and normalize the gray level matrices of each 

pixel in two directions of    and    . Note that the distance 
of our GLCM is 3 which means the size of calculating GLCM 
of each pixel is a matrix of    , and       is the center of its 
corresponding matrix. If some pixels of the     matrix are 
out of boundary in the image, we just simply process them 
with mirror symmetry. 

3) Calculate the statics of gray level co-occurrence 
matrices as texture features, then combine them as feature 
vectors. 

IV ALGORITHM DESCRIPTION 

In [1], a set of features are used which they call 
texture-layout filters. These features are capable of jointly 
capturing texture, spatial layout, and textural context. To 
make the process of boosting learning efficient, the training 
images are convolved with a 17-dimensional (17D) 
filter-bank in [1]. In the remaining part of our paper, we use 
Filterbank to represent the method of this convolution for 
extracting image features in [1]. Note that the Filterbank 
method in our paper only concerns the color information 
instead of combining color with some other features such as 
location[1]. In our method, the information of responses is 
enriched by HOG and GLCM descriptors. The detailed 
procedure is presented in Figure 2. 
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Figure 2. The procedure of our method 

By combining the method of Filterbank in [1] with 
GLCM and HOG, we will get 102D (4+81+17) responses for 
training pixels. However, because the dimension is 102D, we 
propose to use the ANN algorithm instead of the 
Euclidean-distance  -means clustering algorithm. The 
reason of choosing ANN is that computing exact nearest 
neighbors in dimensions much higher than 8 seems to be a 
very difficult task while ANN usually achieve significantly 
faster running times with relatively small actual errors. Note 
that we use the well-known Euclidean distance in ANN.  

Using the cluster centers obtained as above, the texton 
map is produced. We denote the texton map as   where pixel 
  has value             . Figure 3 is the process of image 
textonization. We set   as 50 in these experiments. 

GLCM color HOG

 

Figure 3. The process of image textonization.  

An input is processed with GLCM color and HOG descriptor. The responses 

for all pixels in training images are then clustered. 

After getting the texton map, we use a boosted learning of 
these features[1]. Based on the texton map, texture-layout 
filters are built. Each filter is a pair       of an image region  , 
and a texton  . Region   is defined in coordinates relative to 
the pixel   classified. We only investigate rectangular regions 
for efficiency. The feature (filter) response at location   is the 

proportion of pixels under the offset region     that have 
texton index   

           
 

       
               (5) 

 
The filter responses can be efficiently computed over a 

whole image with integral images [8]. After calculating the 
filter responses, we use the Joint Boost algorithm[12] to 
combine weak learners into a strong classifier. Then we will 
label a new input image using the strong classifier.  

V EXPERIMENT RESULT 

A. Image Databases 

The labeled image database used in our experiment is the 
Microsoft Research Cambridge (MSRC-9) database [1] 
which is composed of 240 photographs of 10 object classes 
which is composed of the following classes: grass, tree, cow, 
sheep, sky, building, airplane, face, car and bike. In our 
experiment, the database is divided randomly into roughly 45% 
training, 10% validation and 45% test sets. All experiments 
are computed on a Windows PC with 4GB memory and an 
Inter i3-2120 processor clocked at 3.30GHz.  

B. The comparison of Different Methods on Global 

Accuracy 

Table 1 list the global accuracy and time consuming of 
different methods, note that the “F” in the table stands for the 
textonization used in [1], „H‟ and „G‟ represent the methods 
of using HOG and GLCM descriptors respectively. The 
number of boosting rounds and „weak learners‟ in our 
experiments are 300 and 200 respectively. The last method in 
Table 1 is our experiment using the code given by [1] on our 
machine, which only use the texture-layout potentials. We 
will use „[1]-unary‟ to denote this method in the remaining 
parts. 

From Table 1, we find that combining „H‟ and „F‟ or 
combining „H‟ and „G” gives a better result on global 
accuracy comparing to using them alone. Combining three of 
them has a best performance of global accuracy which is up 
to 79.90%. However, the consuming time of training is much 
longer compared to using these methods alone, while the 
consuming time of evaluating increase slightly. Compared to 
„[1]-unary‟, „H+F+G‟ improve the global accuracy by 
10.23%. 
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TABLE I. THE GLOBAL ACCURACY (%) OF DIFFERENT METHODS 

method training time per 

image (m) 

evaluation time 

per image (s)   

accuracy(%) 

G 3.55 13.18 71.13 

H 9.35 13.22 72.56 

F 4.09 13.49 77.73 

H+G 9.83 14.35 79.07 

F+G 4.41 14.72 74.77 

H+F 10.46 14.63 78.35 

G+H+F 10.72 15.58 79.90 

[1]-unary 0.93 18.10 69.67 

C. The comparison of different Number of Textons 

The graph in Figure 4 plots the resulting pixel-wise 
segmentation accuracy using „G‟ of the boosted classifiers as 
a function of  , which is the number of textons. From it, we 
learn that too many textons do not give a better improvement 
because with too many textons the boosting algorithm starts 
to overfit. Moreover, the more textons, the more test time 
consumes. 

D. Different Methods on Class Accuracy 

Table 2 shows class accuracy of different methods we 
have operated on MSRC-9 databases. The number of 
boosting rounds is set 300 and the number of textons is set to 
50 in all these experiments. Accuracy values in the table are 
computed as the percentage of image pixels assigned to the 
correct class label, ignoring pixels labeled as void in the 
ground truth. „H+F+G‟ make a better result of all these 10 
classes comparing to the method of using „[1]-unary‟ 
especially in the classes of „tree‟, „cow‟, „sheep‟, „sky‟, 
„building‟, „face‟. 

 

Figure 4. Performance of different number of textons using „G‟ method. 

 

TABLE II. THE CLASS ACCURACY (%) OF DIFFERENT METHODS 

method 

class 

H F G H+F H+G F+G F+G+H [1]-una

ry 

grass 68.39 83.46 68.42 84.21 71.46 86.10 83.98 82.72 

tree 76.88 81.22 77.12 82.47 79.32 82.06 83.42 68.14 

cow 70.02 85.24 70.58 84.86 73.86 85.05 83.96 75.60 

sheep 35.38 71.95 41.77 69.19 39.62 82.09 71.34 17.01 

sky 83.05 86.62 83.08 86.42 87.23 86.67 88.56 77.17 

building 75.12 74.91 66.94 77.58 76.90 71.36 76.95 50.70 

airplane 72.85 76.73 71.04 77.41 70.44 79.22 77.75 61.55 

face 61.52 63.43 63.33 60.15 57.22 60.39 60.98 49.44 

car 77.30 62.41 74.69 67.98 76.28 64.06 72.60 70.27 

bike 73.38 71.40 69.00 73.47 74.73 75.54 75.42 75.14 

 
Figure 5 shows results for different combinations of these 

3 methods. The percentage accuracies in Figure 5 (evaluated 
over the corresponding single dataset) show that each 
descriptor captures essential information. In this example, 
combining „F‟ with „H‟ or „G‟ cannot improve the 

performance compared to using „F‟ alone. However, 
combining three of them makes a better performance by 1.26% 
compared to using „F‟ alone. Combinations of „H‟ with „G‟ 
improve the accuracy by 8.67% compared to using „H‟ alone 
and 0.64% compared to using „G‟ alone.  
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Figure 5. The class accuracy of image labeling with different methods. 

We also consider “sheep” in the MSRC-9 database. 

a input image b ground truth c H(71.65%)

d F(92.87%) e G(79.68%) f H+F(92.11%)

g H+G(80.32%) h F+G(88.99%) i H+F+G(94.13%)  

Figure 6. Result of different methods.  

The input image consists of 3 classes which are „cow‟, „grass‟ and „tree‟. The 

accuracy is computed based on these 3 classes. Observe that combining all of 

these methods has a better performance, despite a seemingly small numerical 

improvement. 

VI CONCLUSION 

This paper proposes a new method involving using 
GLCM and HOG descriptors to segment images for image 
labeling. In this paper, we have: (i) applied GLCM descriptor 
to image labeling; (ii) applied HOG descriptor to image 
labeling. This paper compares the global accuracy and class 
accuracy of the results with different method‟s combinations. 
We also compare our experiments to the experiment 
proposed (texture-layout potentials only) in [1] on our 
machine. 

The results of our experiments show that combining 
GLCM, HOG and filter bank method can improve the global 
accuracy of image labeling in the MSRC-9 database. This is 
because every descriptor can capture different information of 
an image, that is, GLCM obtains the texture information, 
HOG the gradient information and filter bank the color 
information. Although the database is composed of only 240 
images with only 10 classes (include “sheep”), we believe 
our methods can also be applied to more classes.  
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