ATLANTIS

PRESS

Advances in Computer Science Research, volume 44

3rd International Conference on Wireless Communication and Sensor Network (WCSN 2016)

Optimality Conditions for Discrete Optimal Control Problems

Fang-Di Kong
College of Electrical and Information Engineering, Lanzhou University of Technology, Lanzhou, 730050, China
Email: kongfd@Iut.cn

Abstract— In this paper we consider the optimality conditions
for the following discrete optimal control problem:

Zg (k, x(k +1),u(k)),
Ax(k) = f(k x(k +1),u(k)).k [0,N 1]
X(O): a, X(N): p.

The necessary and sufficient condition for all feasible solutions

satisfying the necessary optimality condition to be optimal
solutions of the above problem is established.

minimize J X u

subject to
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I.  INTRODUCTION

Throughout this paper, we always assume that
[O,N]z{keZ\OSkSN} for any NeZ with

0 < N-2 and the vectors are column vectors. By q we
denote the zero vector of the corresponding size.

The study of optimality conditions is an important topic
in optimization. It is the well-known necessary condition.
Generally speaking, the functions satisfying the necessary
condition are not necessarily optimal solutions. Recently,
the study of sufficient optimality conditions of the optimal
control problems has received much attention from many
authors (see for example [1, 2] and the references therein).
In the same time, the study of the optimality conditions of
discrete optimal control problems is also of interest to many
researchers (see, for example [3-8], and the references
therein).

In particular, Arana-Jimenez, Osuna-Gomez, Ruiz-
Garzon and Rojas-Medar [2] obtained a characterization of
optimal solutions of the optimal control problem:

minimize J.: f(t, X(t),u(t)):it,

subject to

t,x(t)u(t))<0,t e[a,b] (L.1)

In 2000, Hilscher and Zeidan [3] discussed the
optimality conditions for following discrete optimal control

problem
Z g k Xk+1’

AX, = f(k,xk+l,uk),k e[o,N] 12
Xo = a'¢(XN+1): 0.
Motivated by the above-mentioned works, in this paper

we consider the optimality conditions for the following
discrete optimal control problem:

minimize F(x,u):=K(X.;)

minimize
N-1
u)=>"g(k,x(k +1)u(k))
k=0
subject to

" (1.3)
() o, (N) ﬂ

where 5, BeR",x:[0,N]>R",u:[0,N]>R",

9:[0,N-1]xR"xR™ >R,

f:[0,N-1]xR"xR™ - R"

and g(k,y,r), f(k,y,r) has continuous partial

derivatives with respect to the components of the vector
variables y and r for all K € [0, N —1].
We will use the notation

g,(k,y,r)=1[g,(kyr)g, (kyr)L, g, Kyr]l
9.k, y,r)=1Ig,(ky.r).g,kyr).L g, kyn]
£ 0y, )ty (k,y,r) -, 5 (k,y,r)
 (koyor)- 20k y,r)f2(ky,r)- £2(k,y.r) |

(Y, D E (K Yo r ), £ (K, y,r)
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£0(k, y, ) (Y, 1), £ (K, )

to denote the gradients of g and f with respect to y and with
respect to r respectively, where Y, (i =12,---, n) is the i-

th component of y € R", similar notation is used for I

and the superscripts denote the components of the n
dimensional vector function.

It is worth mentioning that we obtain the necessary and
sufficient conditions for all feasible solutions satisfying the
necessary optimality condition to be optimal solutions of
the problem (1.3).
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Il. THE OPTIMALITY CONDITION OF DISCRETE
OPTIMAL CONTROL PROBLEMS

In this section we consider the optimality condition for
the discrete optimal control problem (1.3).
Let

:{x|x:[O,N]—>R“},E2:{u‘u:[O,N]—>Rm},

be equipped with the norm

] = mex (i), Jul = m

ax Ju(k),,

ke[o,N] |
where |||s somenormon R" and R™.

We denote by F the set of feasible solutions of the
discrete optimal control problem (1.3), i.e.,

F :{(x,u)\xE E, UeE, Ax(kK)= f (k,x(k+1),u(k)),k €[0,N —1],x(0)=a,x(N)=ﬁ}.

Lemma2.1 Let @:[0,N]— R". If

Z

-1

o' (kKk+1)=0 2.1)

=~
I
o

forall 77:[0,N]— R"with 77(0)=7(N)=0, then
o(k)=0,k €[0,N -2].
Proof. Fix te[O,N—Z] and fix ie{1,2,---
Define 73 =[0,N]—> R" by

m(k)Z{ei'k:H.l'

0, otherwise.

n} .

where €, is the unit vector of R" in the i-th direction.
since 72,(0)=7,(N)=0, we get from (2.1) with 7
replaced by 77, that

o' (the; =0
Since this is true for each i, 1<1i < n ,we have
o(t)=0
As t €[0,N —2] is arbitrary, we get
p(k)=0ke[0,N-2]

Lemma 2.2 Let @,y : [O, N]—) R".If

Sl (kv ()]0

forall 77:[0,N]— R" with 77(0)=77(N)=0, then
o(k)=Aw(k)k e[o,N -2].

Proof. Using the summation by parts formula

LY

Z

-1 N-1

u (k)av(k)=u" (kv(k) g

k=0

[AuT (k)}/(k +1)(2.2)

T
=}

on the second term under the sum we obtain

g[(/f (K)n(k +1)+y" (K)an(k)]
Wk +2)+ " (k)
Wk +1)

=z
LN

=S’

K)-[ay 7 (k

=2 =
U

" ()-[ay T (k

=~

=0

Il
o

forall 77:[0,N]— R" with 77(0)=7(N)=0.
By Lemma 2.1, we have

o(k)—Aw(k)=0,k [0,N —2] .
o(k)=Aw(k)k e[o,N 2],
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Definition 2.1 ([3—5])[§,Gje F s called a ot O (U)SF

minimum of the discrete optimal control problem (1.3) Lemma 2.3 If (X’uj € F is a local minimum of the

provided there exists & > 0 such that J(X’uj < J(X,u) discrete optimal control problem (1.3), then there exists a

vector  function  A:[0,N]—>R" such that

foral (X’ u) € F with fx=x) < and -~} <0 ()A((), G(), 2()] satisfies the following two conditions:
Definition 2.2 [)A(, Gj € F is said to be an optimal
solution of the discrete optimal control problem (1.3) if
J()Aujj < J(x,u)
o7 (k, x(k +1), G(k)j + 1] (k, x(k +1), G(k)jﬁ(k +1)=-AA(k +1)k €[0,N 2] 2.3)
or (k, x(k +1),G(k))+ £ (k, x(k +1),G(k)jf1(k +1)=0,k [0,N - 2] (2.4)

Theorem 2.4 All feasible solutions satisfying (2.3) and
(2.4) in Lemma 2.3 are optimal solutions of the discrete such that for all (x,u), X,uleF and all
optimal control problem (1.3) if and only if there exists vector

functions  7: [0, N]x R"xR"xR"xR"xR" - R" A [O, N]—) R", the following conditions are fulfilled :

and £:[0,N]xR"xR™xR"xR"xR" —R",
(HI1)

2{0.(0)u(0).x(0)u(0).40)| =] N x(N)u(N). X(N)u(N).A(N) | =0
£{0.4(0)u(0) (0)u(0).200)| = N X(N)u(N) KN u(N) £(N) | =0
(H2) it J(x,u)- J(X,u)< 0, then
g, (s ) o278, (s 1)) e ot s btk s 1.1
- 1) anf )l )|
| s 100270, (s ) e 2 ot D e +2) 26 +)

#0

z
=

=~
I
o
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Proof. (<:) Assume  that ()A< Gj e F with (X,u) €F by (22),(23). (24) and (H), we have

()A(()LAJ() /AI()j satisfying (2.3) and (2.4). Then for all

{gy (k, x(k +1),G(k)j+f (k+1) [ k,x(k +1),Cl(k)j:|77(k +1,x(k+1),u(k+1),x(k+1),u(k +1), A(k +1))
kz —ﬁT(k+1){A77(k,x(k),u(k),Q(k),a(k),ﬁ(k)ﬂ

AT

+{g,(k,§((k+1),a(k)j+/1 (k+1) fr(k,%(kﬂ),a(k)ﬂg(k+1,x(k+1),u(k+1),§(k+1),a(k+1),i(k+1)

AT

gy(k,;((k+1),a(k)j+i (k+1) fy(k&(kﬂ),a(k)j
=:‘Zz +AﬂtT (k+1)

{gr [k&(k +1),G(k))+?f (k+1)f, (k, X(k +1),G(k)ﬂ§(k x(k),u (k) x(k+1), 0k +1), 2 (k +1))

n(k+1,x(k+1),u(k+1),Q(k+1),a(k+1),ﬁ(k+1)

A (ke ex(), () X0, 60K, 2(0) )

o200 808 -2 2 (), (-0 -2, 600 -2 oM x(N) 0N 5 0) ) )
_f(N)M(N_LX(N_1),U(N_1),;<N_1),a(N_1),z(N_1))
{g,(N_1,;<N>,a(N_1)j+f(N)f,(N_1,;(N),a(N)H§(N,X(N),U(N),;(N),a(N),zm)j

==& () N=Lx(N -1 (N 1) X(N-1),6(N-2), A (N 1)

-f(N)U(N,X(N),u(N),Q(N),G(N),ﬁ(N)j

+3,T(N)77(N ~1,x(N =1),u(N 1), x(N =1),u(N -1), 2(N —1)):0 (2.5)

Now (2.5) together with (H,), we get o
- (=)  Let all (x uj eF with
J(X,U)—J(X,UjZOforall (x,u)eF. -
(X(-),u(-),ﬂ(-)j satisfying (2.3) and (2.4) be optimal

solutions of the discrete optimal control problem (1.3).
Then we have to find vector functions

Therefore, (X,0) is an optimal solution of the optimal
control problem (1.3).
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7:J0,N]xR"xR™xR"xR™xR" — R" and
£:[0,N]xR"xR™xR"xR™xR" - R™ , such
that (H,) and (H,) are fulfilled.

Obviously, there exist some vector functions

7:[0,N]xR"xR™xR"xR™xR" — R" and
£:[0,N]xR"xR™xR"xR™xR" = R™ , such
that (H,) is satisfied.

Next, we prove there exists a vector function

7:[0,N]xR"xR™xR"xR™xR" — R" and

E:[0,N]xR"xR™xR"xR™xR" = R™ for all

(x,u),[i,ﬁjeF satisfying (Hy), such that (H) is

fulfilled.
Suppose on the contrary that any vector function

7:[0,N]JxR"xR™xR"xR™xR" — R",
£:[0,NJxR"xR™xR"xR™xR" —R",

1{0.(0)u0).X(0)u(0).20)| [ N

5(-, KO X0, uC), z(-)) [0.N] > R™ wit

such that

J(x,u)- J(X,0)< 0,

vl (k + 1){&7@(, x(k),u(k ), x(k ), u(k), ﬂ(k)ﬂ

#0

is not verified.

[gy(k,i(m),a(k)jm (k +1)fy(k,>_<(k+1),L_J(k)ﬂn(k+1, (k + 1), u(k + 1), x(k + 1) u(k +1),/1(k+1)j

+[gr(k,i(k +1),a(k)j+f (k +1)fr(k,>_<(k +1),l](k)ﬂ§(k 1 x(k o+ 1) u(k o+ 1) x(k + 1) uk +1) Ak +1)j
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for all (x,u),(x, uj € F satisfying (H,), such that (H,) is
not fulfilled, i.e., for any vector functions

7:[0,N]JxR"xR™xR"xR™xR" - R",
£:[0,N]xR"xR™xR"xR™xR" —R",

let (xu)(;u]j eF and

2:[0,N]>R” n( x(Opu() X)) /1(.)) JO,N]> R

with

but

Therefore,
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[gy(k,i(k +1),a(k)j+f (k +1)fy(k,>_<(k+1),ﬂ(k)ﬂn(k 1 x(k -+ 1) u(k -+ 1) x(k -+ 1) u(k +2) Ak +1)j
-1 (k+1)[M(k,x(k),u(k), x(k),u(k),/’t(k)ﬂ
+{gr(k,>_<(k+1),L_J(k)j+/f(k+1)fr(k,>_<(k+1),L](k)ﬂ§(k+1,x(k+1),u(k+1),>_<(k+1),ﬂ(k+1),/1(k+1)j

=0

for all n(., x(Opu() X u) ﬂ(')) [0,N]=> R" with
n(o, x(0),u(0),x(0),u(0), /1(0)) _ U(N X(NLu(N) X(N ) u(N), /I(N)) _o,
and for al g[., Xl xCOpu() z(-)j [ON]>R"

with

5(0,x(O),u(O),x(O),u(O),/”L(O)j=§(N,X(N),U(N),x(N),u(N),/’L(N)]=0.
. §(k,x(k),u(k),i(k),l](k),ﬂ(k)j:0 for all

k €[0,N], then we get
[gy(k, (K +1),a(k)j 7 (k +1)fy(k, (k +1),l](k)ﬂ77(k 1 x(k+ D), u(k + 1), x(k + 1), u(k + 1) Ak +1)j
Z i +1){An(k,x(k),u(k), () u(k), ;t(k)ﬂ
=0
orat - L)X 0 |2 0.N] - R i
77(0, x(0),u(0), x(0).u(0), 2(0)j = U(N X(N)U(N)X(N)u(N ), A(N )j =0.
By Lemma 2.2, we have
g, (k, x(k +1), l](k)) +f) [k, x(k +1), l](k)jz(k +1)=-AA(k +1)k €[0,N - 2]

On the other hand, if
n(k,x(k),u(k),i(k),l](k),z(k)j 0 for ol

k e [O, N], then we get
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2.

k=0

=0

foral g(-, X)X z(-)j [0,N] = R™ with

{[gr(k, (k +1),a(k)j (K +1)f,(k, (k +1),L_J(k)ﬂn(k 41 x(k + D), u(k + 1) x(k + D) u(k + 1) Ak +1)j}

5(0, x(0)u(0), x(o),u(o),/i(o)) =5(N,X(N),U(N), x(N),u(N),/I(N)] _0.

By Lemma 2.1, we have

g, (k, x(k +1), l](k)j + 1, (k, x(k +1),t](k))i(k +1)=0,k €[0,N —2]

This shows that (Y(-),U(-),i(-)) verifies (2.3) and
(2.4), and then (X,T) is an optimal solution of the discrete
optimal control problem (1.3), i.e., J (X, u)— J (X, u) >0,

which is a contradiction.
Therefore, there exist vector functions

o X0 U0A0 2 N] > R

and

X020 N> R

such that (H,) and (Hy) are fulfilled.
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