
Application of Chebyshev Polynomial  in Annual  Electricity Consumption 

 

Lai-bin GAO* 
College of Information and Technology, 

Jilin Agricultural University 
Changchun, China 130118 

wanggao911@163.com 

Bo WANG 
College of Information and Technology, 

Jilin Agricultural University 
Changchun, China 130118 

zhanghq_@126.com

 
 

Abstract—based on statistical data of National Statistical 
Bureau of China, and giving the least-squares fitting of 
Chebyshev polynomial, the data of electricity consumption in 
per capita from 1983 to 2013 is analyzed by GM (1,1) method 
and Chebyshev polynomial least squares method respectively. 
The results showed that Chebyshev polynomial least squares 
fitting method is excellent, per capita energy consumption 
from 2014 to 2018 is predicted by this method.  
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In the scientific research and production practice, the 
data obtained from observation, prediction and calculation 
should be analyzed and processed, and then the conclusions 
concerning the problems can be found out. The polynomial 
least square method is an effective method, because the 
accuracy and reliability of the least square method relies on 
the condition number of the coefficient matrix of its normal 
equation.  Chebyshev polynomial is adopted as basis 
function, so as to make the small condition number of 
coefficient matrix of the normal equation of the least square 
method, and then the accuracy and reliability of the least 
square method are improved obviously. As China's 
increasingly affluent urban and rural living and modern, per 
capita electricity consumption increasing every year, energy 
conservation has become important part of China's energy 
conservation. Therefore, that the electricity consumption per 
capita is predicted accurately is very important for socio-
economic development. 

I. BASIC THEORY 

A. GM (1，1) Prediction Model [1][2] 

Let non-negative sequence )0(X of the original data 
sequence as follow 
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Named bkazkx  )()( )1()0( the GM (1，1) model,  

Where  ba,  is solution of the model parameters? 

            Tn nxxxY 000 ,...,3,2
. 

           
































1)(
2

1
::

1)3(
2

1

1)2(
2

1

)1(

)1(

)1(

nZ

Z

Z

B

. 

Algorithm for parameters with a minimum two columns 
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Albino equation or that the time response function 
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GM (1，1) gray differential equation 
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B. The Linear Least Square of Chebyshev Polynomial [3] 

The expression of the Chebyshev polynomial is that: 
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  0k . 
In the interval [-1,1], the Chebyshev polynomial can be 

obtained by the following recurrence relations : 
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By transformation, the Cebyshev polynomial can be 
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condition number of the coefficient matrix of this normal 
equation is very tiny, so the fitting accuracy and 
practicability is high.  

II. THE PREDICTION OF ELETRICITY 
CONSUMPTION PER CAPITA 

A. Fitting Function      

The data of electricity consumption per capita from 1983 
to 2013 is analyzed and electricity consumption per capita 
from 2014 to 2018 is predicted by the least square fitting 
method. Data from 1983 to 2013 is as Table 1.    

By using the Matlab mathematic software, the fitting 
result of  GM(1，1) as follows:  

( ) 200.7845 exp(0.10931x) 187.3845p x    
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The fitting result of Cebyshev polynomial least square is 
that 
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Figure1 The actual fitting curve energy consumption per capita  from 1983 
to 2013 

It can be seen from Fig.1 that the effect of GM(1，1) is 
bad, but the fitting result of the Cebyshev polynomial least 
square is more accurate. 

B. Evaluation on the Fitting Results    

1) Evaluation on unbiased variance ]5[ .  
The formula is used to evaluate the unbiased variance is:     
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Where iŷ  is the fitting evaluation value of ix . When 

using the unbiased variance to evaluate, the usually 
followed principle is the smaller the mean square error, the 
better the method used. Of GM(1 ，

1) , MSE MSE=569.8124，but the linear least square of the 
Chebyshev polynomial , MSE 315.8785. 

2) Determination of the coefficient[4] 
The formula of the determination coefficient is as 

follows:   
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In the formula, y  is the average value of iy . When 

using the determination coefficient 2R  to evaluate, usually 

we follow the principle that 2R  closes to 1 is the best 

method. GM(1， 1) is 2 0.9879R  ， but the linear 

least square Chebyshev polynomial is 2 0.9948R  . 

TABLE1 THE DATA OF ELECTRICITY CONSUMPTION PER 
CAPITA FROM 1983 TO 2013 

Year Yield  Year Yield 

1983 13.4 1999 108.6 

1984 15.3 2000 115.0 

1985 21.2 2001 126.5 

1986 23.2 2002 138.3 

1987 26.4 2003 159.7 

1988 31.2 2004 184.0 

1989 35.3 2005 221.3 

1990 42.2 2006 255.6 

1991 47.2 2007 308.3 

1992 54.9 2008 331.9 

1993 62.5 2009 336.0 

1994 72.7 2010 383.1 

1995 
1996 
1997 
1998 

83.5 
87.7 
98.6 
104.2 

2011 
2012 
2013 

418.1 
460.4 
515.0 

III. CONCLUSIONS AND DISCUSSIONS 

Firstly, when analyzing the data of scientific research, 
the linear least square of the Chebyshev polynomial is better 
method.  

Secondly, by establishing the Chebyshev polynomial 
least square model of the data of energy consumption per 
capita from 1983 to 2013, electricity consumption in annual 
per capita from 2014 to 2018 can be predicted, which is 
568.9249kwh, 625.1516kwh, 685.4718kwh, 750.0408kwh, 
819.0140kwh, respectively.  

Thirdly, with the world energy shortage, but also with 
low carbon and improvement of consciousness 
environmental protection and energy conservation, people 
naturally   explore to seek new energy, especially renewable 
energy.  In recent years, photovoltaic power generation is a 
kind of energy, which can provide power to the people's life 
and economic growth. Photovoltaic power generation has 
gradually been associated with industry, agriculture,  service 
industry project and people's life  
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