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Abstract. Recommendation system has been one of the subject of intense in Computer Science, and it is 
widely used in Information Science. Various types of e-commerce systems and a large number of 
Internet applications need to use recommendation system to support their service. Recommendation 
system is aimed to provide users with the most valuable reference information. It filters out a large 
amount of useless information to help users to shorten the time to make a decision. A good 
recommendation system can accurately put the information to the specific users, and can accurately 
predict the users’ behavior. In recent years, collaborative filtering recommendation algorithm has made a 
great progress. Among them, the performance of Semi-Supervised PSO clustering algorithm has been 
greatly improved to the traditional clustering methods. This paper tries to combine the Semi-Supervised 
PSO clustering algorithm with the clustering process of the recommendation system, and compare the 
performance of the new recommendation system with the old recommendation system based on the 
traditional clustering algorithm. The accuracy and effectiveness of the recommendation algorithm are 
validated by the experimental data. 

Introduction 
With the development of Internet application technology, information overload is becoming more and 

more serious[1].How to pick out the useful information for specific users and filter out other redundant 
information from the mass of information, becomes a hot and difficult topic of Internet technology 
studies. 

Recommendation system is aimed to help users to select the valuable information for them, and filter 
out a lot of useless information, so as to realize the directional push of information. 

Recommendation system is a kind of information filtering system, which can give advice to product 
information or services of interest to the users[2].When there are many alternatives available to users, the 
recommendation system will help users to select the most suitable products for them. Recommendation 
algorithm is the core module of the recommendation system, which is used to complete the main work 
flow of the recommendation system. At present, the mainstream of the recommendation algorithm are 
collaborative filtering recommendation algorithm[3], content-based recommendation algorithm[4],the 
recommendation algorithm based on the graph structure[5] and hybrid recommendation algorithm, etc. 
To a certain extent, the recommendation algorithm promotes the development of the recommendation 
system module of E-commerce websites, but it also exists classification accuracy error. The 
recommendation algorithm based on traditional K-Means clustering method [6] need specifying an 
initial value K as a parameter to select K User-Item vectors randomly. Then these K vectors are used as 
the initial cluster centroid to carry on the next step of the clustering process. The process of selecting 
User-Item vectors is easy to produce a certain clustering error. In the case that the Euclidean distance 
between each cluster centroid is large enough at the beginning, the error value may be relatively small. 

International Forum on Mechanical, Control and Automation (IFMCA 2016)

Copyright © 2017, the Authors. Published by Atlantis Press. 
This is an open access article under the CC BY-NC license (http://creativecommons.org/licenses/by-nc/4.0/). 

Advances in Engineering Research, volume 113

63



On the contrary, in the case that the Euclidean distance between each cluster centroid is very small, the 
error value may be relatively large and clustering results may be bad. At the present stage, there are many 
researches reduce the error caused by the initial value dependence of the K-Means algorithm. To a certain 
extent, this improves the accuracy of the clustering process for the recommendation system. However, 
other reliable clustering algorithms can be used to further improve the accuracy of clustering process. 
This research uses Semi-Supervised PSO clustering algorithm for classification, then apply the clustering 
results to the recommendation algorithm. Finally, generate relatively reliable recommendation results. 
Simulation results shows our new approach outperforms the recommendation algorithm based on 
K-Means.  

 The second part of this paper introduces the relevant research foundation of the algorithm proposed in 
this paper. The third part will focus on the basic idea of the recommendation algorithm based on 
Semi-Supervised PSO clustering algorithm proposed in this paper and its implementation. The fourth 
part is the corresponding experiment and analysis of the algorithm. The last part is the conclusion and 
prospect of this paper. 

Related Research 
Clustering 

It is to determine which entity belongs to class by calculating the similarity between entities. The 
principle for clustering is that the similarity among the entities within a class is larger, and the similarity 
among the entities is smaller. Generally speaking, Clustering is formally described as  

U={p1,p2,…pi}                 
Where U represents entity set belong to n-dimension space. pi represents  ith pattern, and is the set 

defined as i={1,2,…,n},The clustering result is defined as the Eq. 1  and Eq. 2[11]: 
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 Where Ct is the clustering result. The proximity(pms,pir) is used to describe the similarity distance of 

patterns. The first index of function proximity represents the class which the pattern is part of and the 
second index of that is pattern in a particular class. 

 The key steps of clustering are listed as the following:  
 Step 1: feature extraction: Determine the effective features, then exact features. 
 Step 2: Compute similarity: Select appropriate distance function to calculate the similarity. 
 Step 3: Determine clustering criteria: Determine appropriate clustering criteria, then cluster or group 

data. 
  Step 4: Clustering result evaluation: Evaluate the validity of clustering results. 
 In this paper, the Euclidean distance is used to calculate the similarity. Then the Euclidean distance 

between x and xi can be computed through the Eq. 3. 

∑ −=−=
j
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 Where {(xi, yi)} is feature vector, as well as xi and yi is the d-dimension vector, respectively.  
Particle Swarm Optimization 

In PSO, each particle in the swarm represents a potential solution. For a particle, it has two vectors, 
velocity and position. Particles fly in the search space with n-dimension according to its personal best 
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position (pbest) and the global best position (gbest) found by all particles. The movements of particles 
are defined by the following two equations ，Eq. 4 and Eq. 5 (Kenndy and Eberhart, 1995). 

( ) ( )( 1) ( ) ( ) ( )1 21 2V t w V t c r pbest X t c r gbest X ti i i i i+ = ⋅ + ⋅ − + ⋅ ⋅ −       (4) 
( 1) ( ) ( 1)X t X t V ti i i+ = + +                              (5) 

Where Vi and Xi are the velocity and position of the ith particle separately. pbesti and gbest are the 
personal best particle of the ith particle and the global best particle, respectively. Set pbesti=(xi1,xi2….xin), 
and gbest=(g1,g2,…,gn). The parameter ω represents an inertia factor, and r1 and r2 are two random 
numbers independently generated in the range of [0,1], and c1 and c2 are two learning factors used to 
control the influence of the social and cognitive components. In order to maintain PSO stability, a 
velocity threshold Vmax is used to limit the value of velocity. 

The main steps of PSO are described as follows: 
Step 1: Initialize the position and velocity values of the particle and swarm, and give the initial value of 

the parameters such as the ω, c1, c2, r1, r2 and so on. 
Step 2: Calculate fitness values of all particles in the swarm according to the result of Step 1 and the 

fitness formula. 
Step 3: Initialize and calculate the personal best value of each particle and the global best value of the 

whole swarm for the first time. 
Step 4: Execute the loop (Condition: The number of iterations did not reach the specified number of 

times.) 
{ 
        Sub-step 1: Update the velocity and position of each particle. 
        Sub-step 2: Use fitness function to calculate the fitness value of each particle in the swarm. 
        Sub-step 3: Update the personal best value of each particle and the global best value of the whole 

swarm according to the computing result of the fitness value of each particle in Sub-step 2. 
}   

Semi-Supervised Particle Swarm Optimization 
 
    The main idea of Semi-Supervised learning is to add unlabeled samples to labeled samples to improve 
the clustering performance. How to make comprehensive use of labeled samples and unlabeled samples 
is the main problem to be solved in Semi-Supervised learning. 
    The formal description of Semi-Supervised learning is [7][11]:A sample set S=UL from an unknown 
distribution, where L is a labeled sample set, L ={(x1,y1),(x2,y2),…,(xL,yL)}, U is an unlabeled sample set, 
U ={x'1,x'2,…,x'U}, and we hope to find a function F which satisfies the conditions described as follow: 
    F：X->Y can accurately predict the label y for the sample x. 
    Where xi, xj∈X are d-dimensional vectors, yt∈Y is the label of the sample xi. 
    Combined Semi-Supervised learning clustering method with swarm intelligence, the computational 
method of its fitness value is shown as Eq. 6  [8] : 
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    Where CL[j] represents the value of label corresponding to the vector xj. pid,CL[j] represents the centroid 
vector of idth particle who has the same label as the label of xj. pid,CL-1

 
represents the centroid vector of 

idth particle computed at current time whose label equals to CL-1. d(xj,  pid,CL[j]) represents the Euclidean 
distance between labeled sample vector xj and the centroid vector in idth particle whose label is the same 
as vector xj. The d(xk, pid,CL-1)  represents the Euclidean distance between unlabeled sample vector xk and 
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the centroid vector of idth particle whose label value equals to CL-1. l represents the total number of 
labeled samples. u represents the total number of unlabeled samples. 
    Semi-Supervised PSO algorithm generates n particles from the start. Each particle carries CL 
d-dimensional vectors, and represents the centroid vectors corresponding to these CL labels. By iteration, 
it is necessary to find the optimized position corresponding to their label respectively. After learning 
iterations, the path owned by these n particles represents the position of centroid vectors corresponding to 
each label. They gradually converge to the best position. 

The Recommendation System Based on Semi-Supervised PSO  
Using Semi-Supervised PSO Clustering Algorithm for Classification 

First, we should score the item ratings of different users in User-Item vector, a two-dimensional array, 
each item of User-Item[i][j] represents a specific user I rating for a particular item J. Initial value may 
exists a large number of 0 points, which means that the user hasn't bought this product or rated this item. 
Then we need to cluster these User-Item vectors, so that the users have higher similarity are in the same 
cluster and the users have lower similarity are in the different clusters. The centroid of two different 
clusters maintain some distance. We use Semi-Supervised PSO clustering algorithm to cluster the 
User-Item vectors, and SSPSO need to use a small number of labeled samples and a large number of 
unlabeled samples. Therefore, in order to facilitate the classification of SSPSO, the input User-Item 
vectors must satisfy a small number of vectors are labeled, and a large number of vectors are not labeled. 
    In the clustering process of SSPSO, we use the Eq. 6 to execute the clustering iteration.The value of 
Fitness is correlated with the proportion of labeled samples and unlabeled samples.In this formula, a 
parameter is represented as β and its value is in the range of [0,1].The algorithm is equivalent to the 
standard PSO clustering algorithm when the value of β is equal to 1. On the other hand, the algorithm is 
equivalent to the unsupervised PSO clustering algorithm when the value of β is equal to 0. A lot of 
experiments show that while the value of β is different, and the clustering results are often different, too. 
The selection of β has directly impact on the accuracy of the clustering results. Therefore, in order to 
achieve the clustering performance of self-adaptive parameter optimization, we introduce a new 
group of formulas shown as Eq. 7 and Eq. 8 to dynamically adjust the value of the parameter β. 
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Sparsity Measurement and Recommendation Generation 
    After finishing the clustering process, we make further sparsity measurement according to the 
clustering results.Through the final prediction is a linear combination which calculated by the 
Eq. 9,we need to calculate the most suitable α, which represents the proportion of local 
neighborhood and global neighborhood in the prediction.Anand and Bharadwaj[9] introduced 
several methods for the measurement of sparsity, which calculate the proportion of the global 
neighborhood according to the active users and the ratings for the items rated by these users which 
need predicting. We use α1，α2，α3，α4 and α5 to represent the results of five kinds of sparsity 
measurement methods. In which,α1 calculates the sparsity level of the entire matrix, and this 
computational method is fixed for all users, shown as Eq. 10. α2 uses the proportion of the users 
who rated the item to all users to calculate the sparsity level, which formula is shown as Eq. 11.α3 
uses the ratio of local neighbors and global neighbors to measure the sparsity level,which formula 
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is shown as Eq. 12. Similarly,α4 and α5 could also calculate the sparsity level in a similar way, 
which formula are shown as Eq. 13 and Eq. 14.Through these five formulas above have both 
advantages and disadvantages in calculating the degree of the sparsity level, then α6 and α7 are 
proposed,which consider to take weighted average of these formulas.α6 and α7 are also called 
unified sparsity measure (UMS), which consider all sparsity measure formulas, shown as Eq. 15 
and Eq. 16. 
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In Eq. 10, Rn  represents the total number of ratings, Un represents the total number of exist users in 
the matrix User-Item, In represents the total number of items. In Eq. 11, un represents the total 
number of items which are rated by user u. In Eq. 12, Eq. 13 and Eq. 14, ),(LN iu represents the local 
neighborhood set which satisfied ith item is rated by user u, ),(GN iu represents the global 
neighborhood set which satisfied ith item is rated by user u. iN represents users set that rated for ith 

item. uL represents the local neighbors set of user u. Eq. 15 must satisfy the condition 1
5

1

=∑
=i

iω .In 

Eq. 16, ia is a constant and suitable for all values of variable i ,and 
1

5

1
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    According to the prediction formula proposed by Resnick, we could predict the rating of ith item 
for an active user u[10],including the local prediction Eq. 17 and the global prediction Eq. 18.We 
can achieve the final prediction result by taking these two computation results into the linear 
combination Eq. 9. 
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In Eq. 17, ),( jiLsim  is the local similarity value computed for user i and user j, )(iNL is the 
neighborhood set of user under consideration. jr  is the mean rating of user j. And jkr  is the rating of 
user j on item k. Similarly, in Eq. 18, ),( jiGsim  is the global similarity value computed for user i and 
user j, )(iNG  is the neighborhood set of user under consideration.  
    Next, we use unsupervised PSO algorithm to study and update the value of α6 and α7[10],so that 
the value of  α has a best weight in the linear prediction Eq. 9.First, we randomly take values for ωi 
and ai in the Eq. 15 and Eq. 16,and generate N particles. Then use PSO algorithm to update the 
weight value of every part. The evaluation criteria is given by Eq. 19.Every particle generates a new 
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fitness value by evaluation function. After the evaluation process, PSO algorithm will execute the 
iteration process until up to the stop criteria ε>+− )1()( tfittfit [10].    

    ∑
∈
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ui iur
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pfit ),Pred(1)(       (19) 

Implementation Steps of The Recommendation Algorithm This Paper Proposed 
    Step 1:Load labeled sample data set and unlabeled sample data set into two independent arrays, 
respectively. 
    Step 2:Initialize the swarm with n particles carried β value. Use random numbers in the range of 
[0 1] as their initial values. 
    Step 3:Use β value of these n particles to execute SSPSO algorithm separately, and calculate the 
personal best value of each particle and the global best value of the whole swarm for the first time. 
    Step 4:Execute the loop(Condition: The number of iterations did not reach the specified number 
of times.) 
    { 
        Sub-Step 1: Update the velocity and the β value produced by the position of each particle. 
        Sub-Step 2: Use the new β value to update the formula of SSPSO. 
        Sub-Step 3: Load labeled sample vector data sets and unlabeled sample vector data sets and 
initialize them, and make sure that the range of values of each attribute meets the requirements of 
the algorithm. 
        Sub-Step 4: Initialize the swarm with t particles for SSPSO clustering algorithm. Use random 
number generation algorithm to generate random numbers which meet the requirements of the 
scope of the algorithm as the initial value of each particle. The data structure of the independent 
variables in each particle is a two-dimensional array, with d rows, CL columns.CL represents total 
numbers of labels, d represents the total number of attributes. 
        Sub-Step 5: Execute SSPSO algorithm to learn and gradually optimize the best position of 
these CL centroid vectors. 
        Sub-Step 6: Using the 1-NN method to assign labels to all unlabeled samples. The method is to 
make comparison between the sample vectors to be labeled and centroid vector of each label 
computed by SSPSO algorithm in Sub-Step 5 one by one. Then find its minimum Euclidean 
distance and assign the label of centroid vector found by the minimum Euclidean distance to the 
corresponding unlabeled sample vector. 
        Sub-Step 7: Calculate the fitness value of every particle in the swarm. 
        Sub-Step 8: Update the personal best value of each particle and the global best value of the 
whole swarm according to the computing result of the fitness value of each particle in Sub-step 7. 
    } 
    Step 5: Save the Final β value and clustering results,and compute the local similarity and global 
similarity values of all users. 
    Step 6: Update ωi and ai in Eq. 15 and Eq. 16 using unsupervised PSO algorithm. 
    Step 7: Take the optimal ωi and ai into the linear prediction Eq. 9. 
    Step 8: Output the recommendation results. 

Experimental Analysis 
    A comparable experiment was carried out to test the effectiveness of the recommendation system 
based on Semi-Supervised PSO clustering algorithm and traditional K-Means clustering algorithm. Then 
verify the validity of the proposed algorithm. In the process of measuring recommendation results. We 
use the mean absolute error (MAE) and prediction accuracy to compare the performance of the two 
algorithms. 
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Selection of Experimental Parameters 
    In general, the parameters involved in the calculation of PSO are selected as follows: 1c =2, 2c =2, 1r  and 

2r  take two independent random floating points range in [0,1].The value of the parameter ω can be 
represented by the Eq. 20. 

    T
curTimes-1=ω                      (20) 

    Where curTimes represents the number of iterations PSO algorithm has been executed, and T 
represents the total times of iterations.   
Selection of Experimental Data 

This paper uses the rating data of 3883 movies rated by the first 500 users in the MovieLens dataset as 
the experimental data. Each movie contains a name field and some types field, and belongs to at least one 
type. User data includes basic information such as gender, age, and occupation. Rating data contains the 
scores of specific films rated by some users. The ratings scale is in the range 1-5 with 1-“bad”to 
5-“excellent”. The sparsity degree of the dataset is 99.2%. 
Experimental Results and Analysis 
    This paper uses MAE and prediction accuracy to measure the performance of the recommendation 
system. To a specific user iu ,MAE is calculated by Eq. 21.Where iS is the cardinality of the test ratings 
set of user iu .The total MAE over all the active users, it can be computed as Eq. 22,where T represents 
the total number of users. 
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    MAE is the measure of the deviation of recommendations from their true user-specified values. MAE 
is computed by first summing up the absolute errors of the n corresponding rating-prediction pairs and 
then computing the average. The lower the MAE, the more accurate the method is. The advantages of this 
measurement are that its computation is simple and comprehensible and it has well studied statistical 
properties for testing the significance of the difference.[10] 
    We set the k value to 5 or 10 in K-Means. Similarly, we also set the number of classlabels to 5 or 10 in 
Semi-Supervised PSO algorithm. The values of MAE are derived through two different recommendation 
algorithms are shown in Fig.1 and Fig.2.In the graph, we can clearly see that the MAE value of the 
recommendation system based on SSPSO is significantly smaller than the recommendation system based 
on the K-Means clustering algorithm. 

     
    Fig.1 The MAE value of 5 clusters  Fig.2 The MAE value of 10 clusters 
    The prediction accuracy is computed by Eq.23. 
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Fig.3 Prediction Accuracy 

    The prediction accuracy comparison chart of the recommendation system based on K-Means and 
based on SSPSO is shown in Fig.3.When the global similarity is under considered, the prediction 
accuracy is lower than the case that only local similarity is under considered. From the prediction results, 
the prediction accuracy of the recommendation system based on SSPSO is higher than the 
recommendation system based on K-Means. 
    In addition, the time complexity of the recommendation system based on SSPSO is relatively high. 
Therefore, the recommendation system based on K-Means have priority in time-consuming because of 
the shorter clustering iteration process time. 

Conclusion 
In this paper, an improved SSPSO algorithm is proposed and introduced into the process of 

recommendation algorithm. The new recommendation algorithm focuses on improve the prediction 
accuracy. Simulation results show the effectiveness and feasibility of the algorithm to improve the 
prediction accuracy from another aspect. However, the online optimization calculation process of the 
parameter in SSPSO costs a certain computing time and computing resources. So the algorithm costs 
more resources, especially for massive data samples. Further reducing the time complexity and space 
complexity is the improvement direction of the research in the future. 
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