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Abstract. Remanufacturing is an important path to realize the sustainable development on modern 
industry. Defect detection is considered one of the most scientific and developed services in 
remanufacturing. Aiming to find surface defects of the rotational parts rapidly and accurately in the 
process of remanufacturing service, a new method based on improved two-dimensional reciprocal 
cross entropy is proposed in this paper. By using the adaptive morphological filtering, the 2D 
histogram is established, which enhances the anti-noise performance of the method. To accelarate 
the running time, the 2D reciprocal cross entropy threshold selection criterion function is 
decomposed into two independent 1D threshold selection criterion functions, then, the threshold 
determined by these two functions are jointed together to achieve the desired. Finally, through a 
case study of rollers, compared with one dimensional maximum entropy method, two-dimensional 
Otsu method and two-dimensional maximum entropy method, the practicability and effectiveness of 
the method is verified. 

Introduction 

Remanufacturing is an implementation of using high technology to repair and reconstruction the 
waste products, which uses scrap equipment in original spare parts with advanced industrial 
restoration and reconstruction method to make the remanufacturing product’s quality and 
performance meet or exceed the new [1]. Rotating machinery parts are widely used in modern 
industry, however, they are rather liable to wear, cracks, holes or surface spalling after a long time 
working. Enterprises have to spend lots of money on replacing the damaged parts. By adopting 
remanufacturing, firms could make the cost down to the original 30%~40% or so [2]. Due to the 
number of the recycled rotating parts in remanufacturing enterprises is huge, it is very important to 
detect surface defects accurately and rapidly. In the industrial sector, popular surface defect 
detection methods mainly include chemical penetration testing [3], infrared detection [4] [5], eddy 
current testing [6] [7] and so on. However, all these methods mentioned above have their limitations 
in the filed of remanufacturing. The development of machine vision based on computer technology 
provides new ways to solve this problem [8] [9] [10]. 

A complete discovery and segmentation of defects is the key to surface detection method, whose 
purpose is to find an appropriate threshold to make the image get the best segmentation results. The 
method proposed by Otsu [11] is one of the most classical algorithms in this area, which has been 
used to date. Kapur et al. [12] put forward a new way that using one-dimensional maximum entropy 
for image segmentation. Due to the good segmentation effect and simple realization, it has become 
a commonly used way to select the threshold of the segmentation. However, these methods’ effect 
is not ideal, in the case of noise. Abutaleb [13] proposed a two-dimensional entropy threshold 
method, experiments show that 2D entropy threshold method has stronger anti-noise performance, 
but the computational complexity significantly increased. In order to reduce the computation of 2D 
entropy threshold, many fast algorithms have been proposed. In general, these fast algorithms can 
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be divided into two major categories. One method considers searching threshold as a typical 
optimization problem [14] [15]. A variety of intelligent optimization algorithms are usually adopted 
to solve the problem. While others [16] [17] improve the computational speed by using iterative 
recursion method. What got more attention, however, was that Li [18] subsequently introduced the 
concept of cross entropy into the filed of image segmentation, and presented a threshold 
segmentation algorithm based on minimum cross entropy. His work showed that the segmentation 
effect of cross entropy is better than that of Otsu’s method. Xue et al. [19] considered the mean 
difference of the posterior probability between the target and the background, and then proposed a 
maximum cross entropy algorithm based on the maximum difference. As the segmentation 
algorithm based on cross entropy has good validity, rationality and robustness, it has attracted 
widespread attention. Recently, Wu et al. defined a reciprocal cross entropy in the literature [20], 
and applied it in multi-threshold segmentation of flame image. As the reciprocal cross entropy 
abandons the logarithm operation, it is more liable to apply it in the occasion of higher real-time 
requirement. 

Although the reciprocal cross entropy has the advantage in calculating speed, it has some defects 
in its definition. Aiming at the defects of reciprocal cross entropy, an improved method which can 
avoid the calculation of no insignificant value is proposed in this paper. Taking into account the 
uncertainty of image noise, a new way to establish two-dimensional histogram based on adaptive 
morphological filtering is applied. When calculating the threshold vector of segmentation criterion 
function, the two dimensional criterion function is decomposed into two independent one 
dimensional threshold criterion function, which makes the complexity of the computation decreased 
from O(L4) to O(L). Finally, the effectiveness and superiority of the method are verified by a case 
study of roller’s surface detection. 

Improved reciprocal cross entropy 

Assuming that P and Q are two distribution functions denoted as: }{ ipP  , }{ iqQ  , where 0ip , 
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According to (1), literature [20] proposed a definition of reciprocal cross entropy as follows: 
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It’s not difficult to find that (2) is no sense when qi=0. So, an improved reciprocal cross entropy 
is proposed in the form of (3). 
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Where α is a constant between 0 and 1. 
Since the information entropy can be understood as the occurrence probability of some specific 

information, the value range of the entropy function should be between 0 and 1. That means the 
value of (3) must between 0 and 1. The proof as follows: 
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By comparing (2) with (3), it can be concluded that (2) is a special case of (3) under condition 
that α=0. In other word, (3) is a universal form of reciprocal cross entropy. 

Criterion function of image segmentation 

The following discussion have been divided into both cases: one-dimensional scale and 
two-dimensional scale. 

One-dimensional criterion function 
The following notations are adopted in this section: 
M   Width of a image 
N   Height of a image 
f(m, n)  Gray value of the pixel (m, n) 
L    Gray levels of a image 
H(i)   Histogram function of a image 
p(i)   The probability of the pixel with a gray level of i 
t    Value of the threshold 
Co   Object class in a image 
Cb   Background class in a image 
o   Prior probability of the object class 
b   Prior probability of the background class 
o   Mean value of the object class 
b   Mean value of the background class 
T   Mean value of a image 
CT   A set of all the pixels in a image 
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S    Sum of all the pixels in a image 
Assuming that a threshold t divides a image into two classes, in which the gray value of the 

object class is less than that of background class, then the two classes can be expressed as:  
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It is obviously that both pm,n and qm,n are non-negative. They also meet the following conditions:  






TCyxf

nmp

),(

, 1

, 

 
1)()()()(

1 1

10),(
, 

























 





tiHtiH
S

q b

L

ti
o

t

iCyxf
nm

T


 

This indicates that pm,n and qm,n are in accord with the conditions of (3). Therefore, the reciprocal 
cross entropy between the two distributions can be expressed as: 
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The difference of the information between the two distributions is minimum when the cross 

entropy of the image is minimum. Follow this principle, selecting the value of the parameter t which 
minimize the cross entropy as the threshold of image segmentation. Considering that the value of 
2/(1+Lα)ST is a constant, to minimize (4) is equivalent to maximize (5) below. 
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The optimal threshold of one-dimensional reciprocal cross entropy threshold segmentation 
should meet the following expression: 

)}(max{
]1,0[

* tArgt
Lt




              (6) 

Two-dimensional criterion function 
Here is a list of notations which are adopted in the discussion of this section: 

M   Width of a image 
N   Height of a image 
L   Gray levels of a image 
p(i, j)  Joint probability distribution of a pixel pair (i, j) 
H(i, j)  Two-dimensional histogram function 
(t, s)   Threshold vector 
o   Prior probability of the object class 
b   Prior probability of the background class 
o   Mean vector of the object class 
b   Mean vector of the background class 

Different from the methods in most literatures, this paper uses a method of adaptive 
morphological filter with multi-scale and multi-structure elements to establish 2D histogram(H(i, j)). 
As a matter of fact, most literatures use a gray pixel and its 3-by-3 neighborhood average (or 
neighborhood median) to establish 2D histogram. The essence is to enhance the anti-noise ability of 
the segmentation algorithm by average filtering or median filtering. But both mean filtering and 
median filtering have their limitations in denoising [21], which makes the image segmentation 
getting worse. The following case study shows the proposed method can greatly improve the 
anti-noise performance. The specific steps of adaptive morphological filtering are as follows: 

Step 1: Choosing structure elements that different in scales but same in directions for 
morphological “open-close” filtering. Noting that, this filtering processing should in accordance 
with the order from low-scale to high-sacle. The structure elements that adopted in this thesis are 
shown in Fig. 1. 
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Fig. 1 Schematic diagram of the structure elements of the two scales 

Step 2: Determining the weights of the filtered results in each direction. Let n1, n2, n3 and n4 
respectively represent the number that the structure elements in each direction could  “be filled” in 
the image. Then, the normalized weight α1, α2, α3 and α4 can be defined as (7). 
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           (7) 

Step 3: Weighting the results of each direction according to their respective weights. Let fi 
represent the results of each direction, where i=1, 2, 3, 4. Then, the final result is obtained by (8). 
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These three steps above can be clearly illustrated by Fig. 2. 
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Fig. 2 Schematic diagram of adaptive morphological filtering with multi-scale and multi-structure 

elements 
Using H(i, j) to represent the 2D histogram function, it can be interpreted as the number of pixel 

pair which has a gray value of i in orginal image, while that of j in morphological filtered image. 
Similar to the one dimensional case, it is easy to obtain the joint probability distribution expression: 
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In Fig. 3(a), the horizontal axis represents the gray level of original image, while the vertical axis 
represents the gray level of morphologically processed image. A threshold vector then divides the 
2D histogram into 4 regions, which have already been marked different labels in Fig. 3(a). Pixels in 
continuous areas of a image will be distributed along the main diagonal in the 2D histogram, as 
shown in Fig. 3(b). So it can be inferred that Region 1 & 3 represent the object class, while Region 
2 & 4 represent the background class. 

 
(a)         (b) 

Fig. 3  Sketch map of two-dimensional histogram and its segmentation region 
Similar to the derivation method of (5), we get the 2D reciprocal cross entropy criterion function, 

as shown in (9). 

 











 





































































1

1

1

1s

0 0

),(
)1(

)(

),(
)1(

)(
),(

),(
)1(

)(

),(
)1(

)(
),(),(

L

ti

L

j

bjbi

t

i

s

j

ojoi

Sst

Sj
L

Sj

Sst

Si
L

Si
jip

Sst

Sj
L

Sj

Sst

Si
L

Si
jipst





















  (9) 

Where, μo=[μoi, μoj]
T, μb=[μbi, μbj]

T 

),(/),(),(
0 0

stjiipst o

t

i

s

j
oi  

 

 ,  ),(/),(),(
0 0

stjijpst o

t

i

s

j
oj  

 

  

   ),(/),(),(
1

1

1

1

stjiipst b

L

ti

L

sj
bi   









 , ),(/),(),(
1

1

1

1

stjijpst b

L

ti

L

sj
bj   









  

Advances in Engineering, volume 126

719



   
 


t

i

s

j
o jipst

0 0

),(),( ,   









1

1

1

1

),(),(
L

ti

L

sj
b jipst  

The optimal threshold vector (t*, s*) for 2D reciprocal cross entropy threshold segmentation 
should be satisfied with: 
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Method for solving the optimal threshold vector 

Through the analysis of (9), the computational complexity will be reached O(L4), if the 
exhaustive method is adopted to calculate the optimal threshold vector. At this point, it has trouble 
to implement real-time image processing Yue et al. [22] put forward a method of reducing 
dimension when solving the optimal threshold of two-dimensional Otsu method. This method 
decrease the computational complexity to O(L) by combining two one-dimensional threshold to 
form a two-dimensional threshold vector. Yue also proved that the threshold vector obtained by 
reducing dimension method is the same as that obtained by two-dimensional Otsu method, which is 
based on the assumption that ignore the noise and edge regions in the 2D histogram away from the 
main diagonal. Now assuming that in Fig. 3(a), the probability of the pixel distribution in Region 2 
& 4 are zero. Then, we have: 
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It is evident that Vi is a marginal probability distribution of joint probability distribution with 
respect to the parameter i, while Hj is a marginal probability distribution of joint probability 
distribution with respect to the parameter j. In the same way, it is not difficult to achieve the 
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. Formula (11) will be deduced by substituting 

the results above into (8). 
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 (11) 

In this case, the optimal threshold vector (t*, s*) should then meet: 
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Formula (12) shows that, to get the threshold vector maximizing (9) is equivalen to get two 
thresholds maximizing two independent 1D reciprocal cross entropy functions which are 
decomposed by 2D reciprocal cross entropy function, respectively. Then, combine these two 
thresholds for the desired. Under typical circumstances, The computational complexity of solving 
the optimal threshold of 1D reciprocal cross entropy is O(L). Therefore, the complexity of 
computing (12) is only: O(L)+ O(L)=2 O(L)≈O(L). 

Case study and conclusions 

In order to verify the validity of the method, the surface defect images of the roller part which 
were shot by the CSP branch of a certain iron and steel enterprise are analyzed as a case. In this 
section, other three methods are also listed for comparison purposes. The results are shown in Fig. 4. 
The running time of 5 trials for each method are listed in Fig. 5. For comparison’s sake, the optimal 
threshold for segmentation and the average running time are listed in Table 1. 

   
(a) Original images 

   
(b) 1D histogram of the original images 

   
(c) The results of the method used in the literature [12] 

   
(d) The results of the method used in the literature [16] 

   
(e) The results of the method used in the literature [22] 
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(f) The results of the method proposed in this paper 
Fig. 4 Comparison of the results of each method 
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(a)  Running time for hole defect images in 5 trials       (b) Running time for surface spalling 

images in 5 trials 
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(c) Running time for surface scratch images in 5 trials 
Fig. 5 Comparison of running time for each method 

Table 1 Optimal threshold and average running time for each method Time unit: Second 
Method 

Hole defect images surface spalling images surface scratch images 
threshold ave. time threshold ave. time threshold ave. time 

Literature [12] 174 0.00332 149 0.00282 141 0.00630 

Literature [16] （163,162） 0.47310 （100,99） 0.59430 （173,156） 0.53120 

Literature [22] （230,182） 0.39554 （112,151） 0.37694 （154,183） 0.37456 

This paper （182,142） 0.02484 （108,106） 0.03418 （148,182） 0.04104 

Fig. 4(a) shows three original images used for the trials, the resolution of these images are 
uniformed. Among which, the left one is the hole defect image, the middle one is the surface 
spalling image, the right one is the surface scratch image. Aiming to test the anti-noise performance 
of the method, salt and pepper noise with a density of 0.01 is added into the surface spalling image, 
while gauss noise with a parameter of (0, 0.05) is added into the surface scratch image. Fig. 4 (b) 
shows one dimensional histogram of the three images. Fig. 4(c)~(f) shows the results by adopting 
the method in literature [12], literature [16] , literature [22] and this paper, respectively. It is 
noteworthy that the value of α in this paper meets the expression below. 

Sstst bboo /)}(),(),(),(min{01.0           (13) 

As surface holes image is not mix with noise, and the illumination is relatively uniform, its 1D 
histogram shows a characteristic of double-peak. At this point, the effect of image segmentation of 
all methods are sufficiently close to each other. When mixed with salt and pepper noise in the image, 
its 1D histogram no longer has the characteristics of double-peak. The image in the middle of Fig. 4 
(c) shows that the defect extracted from the original image is incomplete, and there are also a lot of 
noise in it. It is indicated that: (1) the salt and pepper noise interferes with the selection of threshold. 
(2) one-dimensional maximum entropy segmentation method is sensitive to salt and pepper noise. 
By using the method of literature [16], the defect extracted is relatively complete, but there are still 
some noise, shown as Fig. 4 (d). The main reason is that literature[16] uses neighborhood average 
gray value and the original gray value to establish the 2D histogram, this can suppress the salt and 
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pepper noise to a certain extent. However, when the noise density is large, the anti-noise 
performance is significantly decreased. The same problem also exists in the method proposed by 
literature [22], shown as Fig. 4 (e). The defect extracted in Fig. 4 (f) is complete and the residual 
noise is greatly reduced. This demonstrates that the method proposed in this paper has a higher 
performance on the removal of salt and pepper noise than that of literature [16] and literature [22]. 
Similar conclusions can be made in the image with gauss noise, which is no longer introduced here. 
The method of this paper can be interpreted as: Firstly, finding a threshold to segment the object in 
the original image. Then, finding a threshold to filter the noise in the image filtered by utilizing 
morphological filter. Finally, the two thresholds are combined to get the desired. Since the method 
takes into account two kinds of gray information that before and after filtering, what’s more, it 
retains more image spatial information. Therefore, compared with other methods, the anti-noise 
performance is improved obviously. Although the method in literature [12] is the fastest, the effect 
is the worst in the case of noise. The running time of the method in this paper is only about 5.5% of 
that in literature [16]. This is mainly due to convert entropy calculation from logarithmic type to 
reciprocal type, and the dimension reduction method applied in searching the optimal threshold.  

To sum up, the method in this paper is better than the other three methods in segmentation 
accuracy and noise immunity. In the premise of ensuring the complete segmentation of the object, 
the running speed is only 5%~6% of the literature [16]. It can meet the needs of online real-time 
surface detection in a remanufacturing service system. 
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