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Abstract—Fuzzy time series forecasting models are created by 
Song and Chissom in 1993. In 2012, Saxena, Sharma& Easo put 
forward the forecasting model which more improve the 
forecasting accuracy. According to this, this paper improve the 
set SFmBDR of fuzzy time series forecasting model based on 
differential rate. The forecasting model SFmBDR 
(0.000002,0.000004) and SFmBDR (0.000004,0.000002) of 
SFmBDR can gain the AFER=0% and MSE=0, during we study 
the problems of enrollments data of University of Alabama in 
1971~1992. They should have better application potential. 

Keywords-forecasting method of fuzzy time series; fuzzy 
function of SFmBDR;Inverse fuzzy function of SFmBDR; 
forecasting function of SFmBDR 

I. INTRODUCTION 

Song and Chissom firstly come up with the fuzzy time 
series forecasting model and discuss the problems of 
enrollments data of University of Alabama in 1971~1992, 
which apply fuzzy set series[3]. Sequentially, they put forward 
many fuzzy times series forecasting model which can see in 
the references [1,2,4-6,8-17]. However, the forecasting 
accuracy is not high, and this problems are still puzzling 
people.Saxena, Sharma, Easo[9] (2012) propose the new set of 
forecasting fuzzy model. It gain the unprecedented forecasting 
accuracy, when they study the problems of enrollments data of 
University of Alabama. Therefore, it cause the researches of 
Wang, Guo, Feng, Jin, Wu[5,6,8,10-12,15-17], and they 
respectively present forecasting model, which have some 
improvement in the forecasting accuracy. This paper further 
excavate their research achievement, and propose the set 
SFmBDR of fuzzy time series forecasting model based on 
order differential rate. The forecasting model of 
SFmBDR(0.000002,0.000004) and 
SFmBDR(0.000004,0.000002) gain the enrollments 
forecasting data AFER=0% and MSE=0, when study the 
problems of enrollments data of University of Alabama in 
1971~1992. It achieve the highest level of forecasting 
accuracy. 

II.  THE SET SFMBDR OF FUZZY TIME SERIES 

FORECASTING MODEL 

The relative concepts see the references Saxena, Sharma, 
Easo[9]. When we study a problem of time series forecasting, 
we can assume its universe of historical data as N={N1,N2,…, 
Nn}.The formulas of differential rate of historical data is Mt 

=(Nt –Nt-1)/Nt-1. The universe differential rate of historical data 

is M={M2,M3,…, Mn}. We propose the definition of fuzzy 
function and inverse fuzzy function and forecasting function 
by spread the theories of Saxena, Sharma, Easo[9]. 

Definition 1: If have a time series forecasting problem, its 
universe of discourse of historical data as N={N1,N2,…, Nn} 
and the universe differential rate of historical data is 
M={M2,M3,…, Mn}. If in M,we can be defined fuzzy series as 
Ut(0.2,0.8): 
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Where the inverse fuzzy series of fuzzy series Ut(0.2,0.8) 
can be defined St(0.2,0.8): 
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Definition 2: If have a time series forecasting problem, its 
universe of discourse of historical data as N={N1,N2,…, Nn} 
and the universe differential rate of historical data is 
M={M2,M3,…, Mn}. If in M, we can be defined inverse fuzzy 
series function as ),( 21 tU    

2

2 3
1 2

1

1

1
, 2

( , ) (1)
1

, 3 .
t

t t

if t
M M

U

if t n
M M



 




   
   
 

Where independent variable )1,0[1   

and )1,0[2  also call membership of ),( 21 tU . 

when   21 , the fuzzy function SFmBDR denoted by 

)(tU  (t = 2,3,…,n). 


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Definition 3: If have a time series forecasting problem, its 
universe of discourse of historical data as N={N1,N2,…, Nn} 
and the universe differential rate of historical data is 
M={M2,M3,…, Mn}. If in M,we can be defined fuzzy series 
function ),( 21 tU of inverse fuzzy function ),( 21 tS : 
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Where independent variable )1,0[1   

and )1,0[2  also call membership of ),( 21 tS . 

when   21 , the inverse fuzzy function SFmBDR 
denoted by St(  )(t = 2,3,…,n). 

Definition 4: If have a time series forecasting problem, the 
universe differential rate of historical data is M={M2,M3,…, 
Mn}. As every t{2,3,…,n}, defined forecasting function  

R t ( 21, ,):  
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Where independent variable )1,0[1   and )1,0[2   

also call membership of forecasting function R t ( 21, ). Nt-1 

is the t-1 years’ historical data , St( 21, ) is t years’ inverse 

fuzzy function. when   21 , the inverse fuzzy function 
SFmBDR denoted by  

R t (  ) (t = 2,3,...,n). When 1  and 2  get the specific 

membership in [0,1), R t ( 21, ) call the forecasting formula 

of SFmBDR, it can also denoted by SFmBDR( 21, ). 

If have a time series forecasting problem, its universe of 
discourse of historical data as N={N1,N2,…, Nn} and the 
universe differential rate of historical data is M={M2,M3,…, 

Mn}. If the membership 1  and 2  can certain specific 
figure in [0,1), we can build a forecasting model 

SFmBDR( 21, ) through the formula (3), we can get the 
following step: 

First, listing the historical sheet of time forecasting 
problem. Second, listing the universe of discourse historical 
rate N and the universe of discourse of differential rate M. 

Third, listing the forecasting formula SFmBDR ( 21, ). 

Fourth, applying SFmBDR ( 21, ) to calculate the 
forecasting value of historical rate. Forecasting formula 

SFmBDR ( 21, ) is the forecasting model SFmBDR 

( 21, ), because we follow the route: fuzzy function  

Ut ( 21, ) to inverse fuzzy function St( 21, ) to forecasting 

model SFmBDR( 21, ) or forecasting formula 

SFmBDR( 21, ). We built the forecasting model 

SFmBDR( 21, ),  therefore, SFmBDR( 21, )call as 
fuzzy time series forecasting model. Thus, we conclude 
definition 5. 

Definition 5:If have a time series forecasting problem, its 
universe of discourse of historical data as N={N1,N2,…, Nn} 
and the universe differential rate of historical data is 

M={M2,M3,…, Mn}. If membership 1  and 2  get the all 
figures in the interval [0,1), it can get infinite fuzzy time series 

forecasting model SFmBDR ( 21, ). We use whole fuzzy 
time series forecasting model as an element, they can form set 
which call SFTSFMBDR(The Set of Fuzzy Time Series 
Forecasting Models Based on the Difference Rate), it can 
abbreviate as SFmBDR. Its general element as SFmBDR 

( 21, ). SFmBDR ( 21, ) not only express a forecasting 
formula of fuzzy time series, but also show the forecasting 
formula of fuzzy time series forecasting models.   

In table1 and table2, MSE(Mean Square Error) and 
AFER(Average Forecasting Error Rate) can denoted as follow: 
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TABLE I.  COMPARISON OF DIFFERENT FORECASTING MODELS 

 
Theorem1: (the Convergence theorems of fuzzy function of 

SFmBDR) If have a time series forecasting problem, its 
universe of discourse of historical data as N={N1,N2,…, Nn} 
and the universe differential rate of historical data is 
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M={M2,M3,…, Mn}. Thus, as every t {2,3,…,n}, when 

01  , 02  , the inverse function S t ( 21, ) restrain 
difference rate Mt of historical data , thus: 
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Proof if every t  {2,3,…,n}, ordering membership 

01  , 02   is limited to the calculation of inverse 
fuzzy function (2), it can gain the calculation form as: 
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Theorem 2: (the Convergence theorems of forecasting 
function of SFmBDR) If have a time series forecasting 
problem, its universe of discourse of historical data as 
N={N1,N2,…, Nn}and the universe differential rate of 
historical data is M={M2,M3,…, Mn}. Thus, as every 

t {2,3,…,n}, when 01  , 02  , the forecasting 

function Rt( 21, ) restrain difference rate N t of historical 
data , thus: 
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Proof   if i  {2,3,…,n}, according to formula of 
difference rate, knows: 

Mt = (Nt –Nt-1)/Nt-1  Nt = Nt-1 (1+ Mt). 

Ordering membership 01  , 02   is limited to 
the calculation of forecasting function (3) and apply to the 
result of theorem1, knows: 
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Obviously, there is Theorem3. 

Theorem 3 If have a time series forecasting problem, its 
universe of discourse of historical data as N={N1,N2,…, Nn} 
and the universe differential rate of historical data is 
M={M2,M3,…, Mn}. If every t  {2,3,…,n}, thus fuzzy 

function Ut ( 21, ), inverse fuzzy function and forecasting 
function are continuous function. 

As corollary, there is theorem 4: 

Theorem4 If have a time series forecasting problem, its 
universe of discourse of historical data as N={N1,N2,…, Nn} 
and the universe differential rate of historical data is 
M={M2,M3,…, Mn}. If every t{2,3,…,n}, thus, membership 

1 1and 2  is enough small, the forecasting function 

)( 2,1 tR   of t years’ SFmBDR equal to historical data Nt. 

Of t years. 

In this paper, we just list sectional forecasting models and 
get the comparison of different forecasting methods which 
apply inverse fuzzy, when we forecast the problems of 
enrollments data of University of Alabama in 1971~1992. 
Show in table1 and table2. Table2 shows that use 
SFmBDR(0.000002, 0.000004) and SFmBDR(0.000004, 
0.000002) forecast the results of enrollments data of University 
of Alabama, it can get MSE=0 and AFER=0.0%. That is the 
highest accuracy. It also verify the Theorem4 is right. 

III. CONCLUSION 

We Provide the forecasting models SFmBDR(0.000004, 
0.000002)and SFmBDR(0.000002, 0.000004) , and then we 
get MSE=0and AFER=0% which show in table 2, when we 
study the problems of enrollments data of University of 
Alabama in 1971~1992. We conclude the historical results of 
fuzzy time series forecasting models which accuracy is not 
high. We knows that sectional forecasting models of SFmBDR 
have important application potential.  

TABLE II.  COMPAROSON OF DIFFERENT FORECASTING MODELS 
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