








 

Conclusions 

Comparison of three forecast  methods can be the understand clearly in the following Table 1: 
 

Table 1 Comparison of three forecast  methods. 

Forecast 

Model 
BP-NNM 

Moving Average Model 

ARIMA  Simple Moving 
Average Model 

Weighted Moving 
Average Model 

Double Moving 
Average Model 

Forecast error 8.0701% 7.8346% 7.9075% 7.8185% 11.2173% 

Calculating time 
Relatively 

short 
Short Short Short Long 

Single Forecast 
Data Size 

17  17  17  17  5  

From the table we can draw the conclusion: in the use of BP neural network, moving average 
method, ARIMA prediction model of three kinds of methods, the error rate, the best is the two moving 
average, the worst is the ARIMA model, the computation time from the model (the model complexity), 
the most convenient is the moving average method, ARIMA model is the most complex, from single 
prediction data, BP neural network and moving average method can be predicted on a daily basis, but 
the ARIMA model of each intelligent prediction of 5 monitoring time data, more than 10 will seriously 
affect the accuracy of prediction. 

From the data perspective, each passenger flow characteristics of subway stations on weekdays and 
weekends are relatively fixed, unless there are holidays, days off and other external factors will not 
change in a short period of time. Under the guidance of such characteristics, it is obvious that the 
working days and weekends should be separated from each other, and the moving average method can 
take this factor into account. 

As a mature neural network prediction model of BP neural network is also doing well, good 
debugging if the parameters are most likely in the accuracy and great progress in space, also consider 
using other model to optimize the traditional BP model, seeking a better prediction effect. 

While the performance of the ARIMA model in the forecast of passenger flow in no obvious BP 
neural network and moving average method, it is the prediction step very limited. The superiority of 
dynamic data input is not well reflected. 

References 

[1] Jingyan S. Network Planning and Passenger Flow Prediction for Urban Rail Transit [J]. Urban 
Rapid Rail Transit, 2007, 1: 10-14.  

[2] Hamzaçebi C. Improving artificial neural networks’ performance in seasonal time series 
forecasting[J]. Information Sciences, 2008, 178(23): 4550-4559. 

[3] Clark S. Traffic prediction using multivariate nonparametric regression[J]. Journal of 
transportation engineering, 2003, 129(2): 161-168. 

[4] Zheng W, Lee D H, Shi Q. Short-term freeway traffic flow prediction: Bayesian combined neural 
network approach[J]. Journal of transportation engineering, 2006, 132(2): 114-121. 

[5] Jiang X, Adeli H. Dynamic wavelet neural network model for traffic flow forecasting[J]. Journal of 
transportation engineering, 2005, 131(10): 771-779. 

[6] Williams B M, Hoel L A. Modeling and forecasting vehicular traffic flow as a seasonal ARIMA 
process: Theoretical basis and empirical results[J]. Journal of transportation engineering, 2003, 
129(6): 664-672. 

[7] Zhang G P, Qi M. Neural network forecasting for seasonal and trend time series[J]. European 
journal of operational research, 2005, 160(2): 501-514. 

Advances in Engineering Research, volume 129

242




