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Abstract. Support vector regression (SVR) is widely applied as a powerful method for data 
regression in engineering design and optimization. The regression accuracy and generalization 
performance of SVR model depend on the proper setting of its parameters. To this end, it is necessary 
to find an automated reliable, accurate and robust optimization approach to determining the optimal 
SVR parameter setting. This paper presents a SVR parameters optimization approach based on flower 
pollination algorithm (FPA), termed as FPA-SVR, to enhance the prediction ability of SVR model. 
Then a comparison is made among the performance of GA-SVR, PSO-SVR and FPA-SVR on one 
standard dataset. It can be concluded from the numerical results that the FPA-SVR model has 
superior regression accuracy and generalization performance. 

Introduction 
As a regression version of SVM [1], support vector regression (SVR) emerges as a powerful method 
to solve regression problems. However, there is an obvious problem appearing in the practical 
application of SVR. The problem is how to determinate the optimal parameters in SVR so that its 
performance can be enhanced. These parameters include the penalty parameter, loss function 
parameter, and the parameters in kernel function. To solve the problem mentioned above, many 
scholars and technicians have carried out a lot of research. 

Traditionally, the methods of grid search or gradient descent algorithm are used to perform the 
optimization and usually based on cross validation to evaluate the performance of the SVM model. 
Recently, the evolutionary algorithms such as genetic algorithm (GA) and particle swarm 
optimization (PSO) are used for the optimization of SVM parameters since these algorithms are 
known to have better global search abilities. Wu et. al. [2] adopted a hybrid genetic algorithm (HGA) 
to search for the optimal type of kernel function and kernel parameters of SVR to increase its 
regression accuracy. Xin et. al. [3] employed GA to optimize the SVR parameters so as to improve 
the predicting ability of the models. In order to obtain an effective SVR model with optimal 
regression accuracy and generalization performance, Jiang et. al. [4] proposed GA, differential 
evolution algorithm (DEA) and PSO to determine optimal hyper-parameters of the SVR model. 
Hsieh et. al. [5] used PSO to search the optimal parameters for model selections in the hope of 
improving the performance of SVR. Aich and Banerjee [6] employed PSO for the purpose of 
optimizing SVM parameter combinations to develop the SVM model of electrical discharge 
machining process. Meng et. al. [7] applied PSO to optimize the hyper-parameters of SVR model and 
put forward a PSO-SVR model for forecasting coal seam gas content. 

In this paper, in order to improve the regression accuracy and generalization performance of SVR 
models, an FPA based approach is proposed to optimizing the hyper-parameters in SVR. 
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Support vector regression 

Let x  be mapped into a feature space by a nonlinear function ( )xϕ , the regression function can be 
expressed as Eq. 1. 

( ) ( )f x x bωϕ= + .                                                                                                                        (1) 

Here, ω  and b  are the coefficients of the function. Then SVR performs linear regression in the 
higher-dimensional feature space by -insensitivee  loss. Now, SVR can be formulated as Eq. 2. 
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Here the penalty parameter 0C >  determines the trade-off between the model complexity of 
( )f x  and the amount up to which deviations larger than e  are tolerated. ix  and ix

∗  denote the slack 
variables that measure the error of the up and down sides, respectively. Then, by introducing 
Lagrange multipliers, the decision function given by Eq. 2 can be reformulated into Eq. 3. 
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Here, iα  and iα
∗  are the Lagrange multipliers and ( ),iK x x  represents the so called kernel 

function. In SVR, a suitable kernel function makes it possible to map a nonlinear input space to a 
higher-dimensional feature space where linear regression can be performed [1]. Generally, using 
Gaussian function will yield better prediction performance. In this paper, our focus is also put on the 
widely used kernel function of radial basis function (RBF), which is defined as Eq. 4.  

( ) ( )2, expi iK x x x xγ= − − .                                                                                                        (4) 

Here γ  is the width of the Gaussian function. 
The determination of the optimal hyper-parameters is an important step in SVR construction. The 

parameters include the penalty parameter C, the RBF kernel function width γ , and the tube size of 
-insensitivee  loss function. In this paper, an FPA based optimization approach is proposed to 

determining the hyper-parameters (C, γ  and e ) of SVR, termed as FPA-SVR, which simultaneously 
optimizes all SVR parameters from the training data. 

The goal of optimizing parameters for SVR is to utilize optimized procedures to find the 
parameters that minimize the predicting error, defined as RRMSE (relative root mean squared error), 
of the testing data. Supposing there is a testing set ( ){ }x , 1, ,i i testS y i N= =  , where x i  is the i-th 

input data and iy  is the corresponding output data. testN  is number of the input data in the testing set. 
ˆiy  represents the predicting output of the SVR model for the i-th input data in the testing set. 

According to the proposed FPA-SVR model, the evaluation function, RRMSE, is chosen to optimize 
the parameters by using FPA. Thus the final optimization model can be presented as Eq. 5. 
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Flower pollination algorithm 
Inspired by the flower pollination characteristics, the flower pollination algorithm was proposed by 
Yang [8]. For simplicity, the following five rules are summarized. 

Rule 1: Biotic and cross-pollination can be regarded as global pollination process, and pollinators 
transfer pollen via Lévy flights. 

Rule 2: Abiotic and self-pollination can be regarded as local pollination process. 
Rule 3: Flower constancy can be regarded as a reproduction probability that is proportionate to the 

similarity of two flowers involved. 
Rule 4: A switch probability [ ]0,1p∈ is used to control the shift between local and global 

pollination. 
Rule 5: Each plant has only one flower, and each flower produce only one pollen grain. 
According to the rules above, the FPA can be represented mathematically as follows: 
In the global pollination step: 

( )( )1t t t
i i iLγ λ+ = + −*x x g x .                                                                                                             

(6) 

Here t
ix  is the pollen i  or solution vector ix  at generation t . *g  is the current best solution found 

among all solutions at the current generation. γ  is a scaling factor to control the step size. ( )L λ  is 
the strength of the pollination, which essentially is a Lévy flight based step size. 

( ) ( ) ( ) ( )01

sin 2 1 , 0L s s
s λ

λ λ πλ
λ

π +

Γ
> 2 .                                                                                (7) 

Here, ( )λΓ  is the gamma function and parameters 1.5λ =  and 0 0.1s =  are as suggested by Yang 
[8]. 

In the local pollination step: 

( )1t t t t
i i j k
+ = + −x x x x .                                                                                                                    (8) 

Here, t
jx  and t

kx  are the pollen grains form different flowers of the same plant species.   is a 

local random walk drawn from a uniform distribution in [ ]0,1 . 

 

FPA-SVR model 
In order to perform this optimization, the FPA is used to find a better combination of the three 
parameters in the SVR so that a smaller RRMSE is obtained in each predicting generation. Fig. 1 
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illustrates the flowchart of the proposed FPA-SVR model. As described above, the framework of the 
FPA-SVR model can be summarized into three stages. 

In the first stage, the original input data is preprocessed by scaling the training data set and testing 
data set. Generally, all the values of the data sets should be linearly scaled into the range of [ ]0,1 . 

In the second stage, the hyper-parameters (C, γ  and e ) of SVR are selected carefully with the FPA. 
By FPA operations, new solutions are generated by global pollination and local pollination while the 
proposed solution (the hyper-parameters C, γ  and e ) is accepted or not depends on the fitness 
(RRMSE) of the solution. This process is repeated until the maximum generation number is reached.  

Finally, according to the effective FPA-SVR model, an experiment can be carried out to verify the 
proposed approach by using standard regression dataset. The data set is obtained from University of 
California at Irvin (UCI) Machine Learning Repository [9]. The experiment is carried out and 
implemented on the Matlab 8.1.0.604 (2013a) development environment by extending the LIBSVM 
toolbox which is originally designed by Chang and Lin [10]. 

Start

Define：
-A switch probability (p)
-Population size (n)
-Stopping criteria
-Lower and Upper bound of the parameters

     Create a initial random population of                 ,C ande γ

Train and test SVR model

Calculate testing error, RRMSE, as the fitness

Find the best solution in the current population

Draw    from a uniform 
distribution in [0,1]. Do 
local pollination via Eq. 
8.

New parameters population

Satisfy stopping 
criteria?

Draw a d-dimensional 
(d=3) step L which obeys 
Lévy flights. Do glabal 
pollination via Eq. 6.

Rand < p?

Data 
set

Output the optimal SVR 
parameters

FPA-SVR model

( ), ,C e γ

End

Yes No

Yes

No

FPA optimization process



Training 
data

Testing 
data

 
Fig. 1 Flowchart of the FPA based SVR parameter optimization procedure 

Experiment 

The dataset, extracted from UCI database and created by Angeliki [11], comprises 768 samples and 8 
features, aiming to predict a real valued response. In this experiment, 618 samples are chosen as 
training set randomly, while the remaining 150 samples are used as testing set. After tens of trials, the 
population size is fixed as 20 and the maximum generation number is set as 100. Then GA, PSO and 
PFA algorithms are proposed to seek the corresponding optimal hyper-parameters (C, γ  and e ) of 
SVR models. The initial randomly generated population is set the same for all the three evolutionary 
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algorithms. The selected optimum setting values of the other parameters of the algorithms above are 
given as follows: 

GA setting: Crossover probability 0.3cP =  and mutation probability 0.02mP = . 
PSO setting: Cognitive and social scaling parameters 1 2 2c c= = . 
FPA setting: The switch probability 0.6p = . 
Table 1 lists the optimization results and the suitable parameters for the different SVR models. The 

performance of GA, PSO and FPA is shown in Fig. 2. 
Table 1 Optimized parameters and the corresponding RRMSE 

Optimization 
model 

Parameters 
RRMSE C  e  γ  

GA-SVR 
PSO-SVR 
FPA-SVR 

6.9665×107 
5.4734×107 
8.2718×107 

0.0207 
0.0135 
0.0136 

0.1702 
0.4191 
0.3183 

3.00% 
2.86% 
2.74% 

 

 
Fig. 2 The minimum fitness values by GA, PSO and FPA 

It can be seen that, among the three parameters optimization methods, the FPA-SVR performs 
better than GA-SVR and PSO-SVR methods because its predicted solutions are much closer to the 
expected distributions. The test results (See Table 1) showed that the FPA-SVR model yields 
improved prediction results and significantly outperforms the other two prediction models. 

Conclusion and future research 

SVR is widely used in different applications. However, the values of SVR parameters affect the 
regression accuracy and generalization performance of SVR models. In this paper, a flower 
pollination algorithm based approach (FPA-SVR) is proposed to search the SVR parameters that 
minimize the testing error RRMSE. The main conclusion of the work can be summarized as: An 
FPA-SVR model is constructed by integrating FPA and SVR. FPA can be used to find the best 
hyper-parameters of SVR, and the proposed FPA-SVR is a relatively effective model in terms of 
accuracy and efficiency in comparison with GA-SVR and PSO-SVR models. 

Three directions for future study are suggested. First, an RBF kernel function is pre-assumed in the 
SVR model in this paper. However, the type of kernel function and the other parameter values of 
different kernel functions can also be optimized using the same approach. Second, the experiment in 
this paper is performed using only one dataset, but more other public datasets or real-world problems 
should be tested in the future to verify and extend the proposed FPA-SVR model. Third, due to the 
performance of FPA, it would be worth exploring the potential application of FPA to the support 
vector classification. 
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