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#### Abstract

This paper propose a novel algorithm to detect the center and boundary of iris in face images of low resolution for gaze tracking system. The algorithm localizes the eye accurately by face alignments and uses convolution to detect the approximate pixel of the iris center which can determines the iris region. After thresholding and a series of morphological processing, the boundary and precise center of iris is detected via ellipse detection. The experiment shows good result on different kinds of people looking into different directions on Columbia Gaze Data Set.
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## 1. Introduction

The eye is considered to be the most salient features of human beings, because it not only accepts $80 \%$ of the information a person gets every day, but expresses a person's emotional state, needs and desire[1]. Therefore, gaze tracking system attracts more and more attention in the last decades. As the important prerequisite of gaze tracking, much effort has been devoted to improving the performance of iris detection too.
In recent years, iris detection research into low-cost images based on web-cameras has become a promising endeavor for scientists. The taxonomy of iris detection technics consists of model-based, feature-based and hybrid methods. The model-based methods utilize the whole appearance of the eye [2] [3] [4]. These approaches train and classify a series of selected features or match learned templates from numbers of people to detect the location of the eyes of the current observer. The model-based methods are robust but not sensible to subtle eye center movements. In contrast, feature-based methods utilize visual features such as corners, edges and gradients of the current observer to detect the iris [5] [6] [7]. These methods may be more affected by illumination but can achieve a higher accuracy.
Among these works, most focus on detecting the iris center and has reach a high accuracy even on low-resolution image, some detect the iris boundary using a circle model which perform better on high resolution image. However, in gaze tracking system, both the center and boundary are important features of the iris. This paper proposed a feature-based method about iris detection including iris boundary and iris center in natural light and low-cost images. The remainder of this paper is organized as follows: section 2 describes our novel algorithm. The experiment results and conclusion are presented in Section 3 and section 4.

## 2. Proposed Method

In the proposed work, we present a novel method for detecting the boundary and center of iris. As shown in Fig.1, firstly, eye location is determined by a few landmarks based on face alignment. And then we obtain the region of iris by approximate center of center which determined via a kernel convolution. Thirdly, we segment the image of iris region by using thresholding and morphological processing. Finally, accurate contour and precise center of iris are obtained utilizing ellipse detection.


Fig. 1 Flow diagram of the method proposed.

### 2.1 Eye Localization

In this section, we mainly determine the exact location of the eye. The method [10] accomplishes face detection and face alignment at the same time with a high accuracy in real time. In this paper, we use the method [10] detects 68 facial landmarks including face contour, eye, nose and lips. As shown in Fig. 2, the points labeling 38-42 represent the left eye, and the points labeling 43-49 represent the right eye. Take the right eye as an example, we connect the points labeling 43-49 in turn to form a polygon. Then the exact location of the eye can be determined by finding the minimum bounding rectangle of the polygon. In this way, we can reduce the interference of eyebrows and eyelids. Fig. 3 (a) shows the result of right eye.


Figure. 2 Face landmark.
Figure. 3 Iris center estimation. Figure. 4 Iris center and region.
(a) Eye region.
(a) Pixel c.
(b) Gray image of the eye.
(b)Iris region
(c) Kernel

### 2.2 Iris Region

In general, the iris is supposed to be the darkest region of the image. Since the diameter of iris is about width of the eye, we use a kernel with all the elements set to 1 , where and are the width and height of eye region respectively. As shown in Fig. 3, (b) is the gray image of eye and (c) is the image of kernel. For each pixel on the middle line in gray image of eye, we calculate the convolution of image and kernel which all elements are 1 . Then the pixel with the largest value is concerned to be the center of iris region. Hence, the center of iris region is defined,

$$
\begin{equation*}
c=\arg \max _{x_{i}} \sum_{x_{i} \in \in \mid c} I\left(x_{i}\right) \tag{1}
\end{equation*}
$$

where is pixel point on the line . is the neighborhood of determined by the kernel. is a pixel of the neighborhood, and are the gray values. The center of iris region has the maximum sum of the gray values of all pixels in the neighborhood. Then the iris region is decided by the rectangle which takes as center, as height, as weight, as shown in Fig. 4.

### 2.3 Thresholding and Morphological Processing

Because the contour detected in iris region is complex, we cannot obtain accurate boundary via 'bad' ellipse, therefore, we need to get a 'good' ellipse by thresholding and morphological processing. Firstly we choose a threshold value to provide a satisfactory binaryzation. As shown in Fig. 4(b), iris region is composed of iris and scalar, and the iris is much darker than the scalar. So we can indicate that the gray values of the image mainly lie on two ranges, as shown in the gray histogram of eye region denoted in Fig. 5(b). Due to this feature of iris region, we select the threshold value in the following procedure. Suppose $Y$ is a gray value between $0-255$, $\operatorname{HistGram}(Y)$ is the number of pixels whose gray values are $Y$.While $\operatorname{HistGram}(Y-1)<\operatorname{HistGram}(Y)$ and
$\operatorname{HistGram}(Y+1)<\operatorname{HistGram}(Y)$, we define $Y$ as a peak value. There will be several peak values because of noise, so we smooth the histogram as (2).

$$
\operatorname{HistGram}(Y)= \begin{cases}\operatorname{HistGram}(0)+\operatorname{HistGram}(0)+\operatorname{HistGram}(1) & Y=0  \tag{2}\\ \operatorname{HistGram}(Y-1)+\operatorname{HistGram}(Y)+\operatorname{HistGram}(Y+1) & 0<Y<255 \\ \operatorname{HistGram}(254)+\operatorname{HistGram}(255)+\operatorname{HistGram}(255) & Y=255\end{cases}
$$

Repeat this process until there are only two peak values $Y_{1}$ and $Y_{2}\left(Y_{1}<Y_{2}\right)$ in the histogram. $Y_{1}$ is the value of iris, and $Y_{2}$ is the value of scalar. The histogram after smooth is shown in Fig. 5 (b). Then the thresholding value $T$ is defined,

$$
\begin{equation*}
T=\frac{1}{2}\left(Y_{1}+Y_{2}\right) \tag{3}
\end{equation*}
$$



b
(b) Histogram after smooth.

As shown in Fig. 6, narrow discontinuities and fine protrusions caused by scalar and eyelids under different illumination still exist in the binary image. The situation will lead to considerable errors in the following ellipse detection. In this paper, morphological processing is used to reduce these effects. As shown in Fig. 6, we use a close operation with a $2 \times 3$ rectangle element to narrow the gap and eliminates small holes and then an open operation with same rectangle element to disconnect the narrow discontinuities and eliminate the fine protrusions. Then the iris is segmented via finding the maximum connected domain. Finally, we find the convex hull of the domain to smooth the contour.


Figure. 6 (a) Histogram.(b) Thresholding. (c) Close. (d) Open. (e) Connected domain. (f) Convex hull.

### 2.4 Ellipse Detection

Some researches detected the iris by a circle template, but the boundary of iris is more likely an ellipse. Because of physiological factors and the truth that the image is the projection of the iris through the camera, the iris contour is an ellipse after projection even if it is a circle. So, the contour and center of iris will be more precise by using ellipse detection instead of circle detection.
In this paper, the iris is detected in the following steps. (a)Gaussian Blur; (b)Canny detection; (c)8 neighborhood method for edge line extraction; (d)Douglas Peucker (DP) algorithm for edge approximation; (e)Extraction of arc segment with elliptic characteristic by dividing those arc segment obtained in step (d); (f)Grouping and screening of the elliptical arc segment in step e. Fig. 7 shows the result of both center and boundary of eyes in the image.


Figure. 7 Iris center and boundary.

## 3. Experiment

Columbia Gaze Data Set[11] contains 5880 images of 56 people over varying gaze directions and head poses. There are 5 head poses and 21 gaze directions per head pose for each subject. We select the images which are recorded by a camera in front of the head looking in all 21 gaze directions from 35 people who didn't wear glasses. Thus, there are 735 images in our experiment. We normalize all the image with a width of 640 , which is the normal size of a web camera.
Fig. 8 shows the satisfactory results of our method working on both males and females from different race of people, and Fig. 9 shows the results of a subject from different directions.


Figure. 8 Results on different kinds of people.


Figure. 9 Results on different directions.
However, the method fails in some cases. In the first case, we can get the pixel correctly, but cannot detect the ellipse of the iris boundary due to the not-wide-open eye, so we take as the center of the iris, as shown in Fig. 10 (a) (left eye). In the second case, we cannot even obtain the right because the gray difference is not obvious in the eye caused by illumination.


Figure. 10 (a) Right center and no boundary.
(b) Wrong center.

## 4. Conclusions

This paper represents an algorithm to detect both the center and boundary of iris in low resolution images for gaze tracking system. We tested the method on public available Columbia Gaze Data Set.

The results are satisfactory on different people and different directions, however, the robustness to illumination can be improved in the future.
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