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Abstract. This paper presents a distributed clustering algorithm for large data sets. The algorithm is
based on the traditional K-means algorithm to make reasonabl e improvements, make it more suitable
for distributed environment, and anaysis algorithm from complexity to compare the agorithm with
the traditional centralized K-means agorithm and other distributed algorithms. Experiments show
that the algorithm improves the data processing speed while keeping all the necessary features of the
centralized K-means algorithm.

| ntroduction

One of the prerequisites for traditional clustering isthat datais centralized at one site and needs to
be loaded into memory at once. However, in many environments, LANs, WANSs, and Internet
networks connect multiple data sources into alarge, distributed heterogeneous database. Users need
to deal with large, multi-compute nodes, geographicaly distributed data, and need to protect data
privacy and Safe [1]. The centralized clustering algorithm cannot be well applied to a distributed
environment, even if a large amount of data is allowed to be executed centrally. Otherwise, the
algorithm collapses or the execution efficiency is too low, and the execution time istoo long for the
user to accept it. The change of data storage method puts forward the requirements of parallelism and
distribution of clustering algorithm. Distributed clustering is an effective way to solve this problem
[2-3].

Distributed clustering based on the distributed data source and computing resources to clustering
analysis for large-scale, distributed data, is the result of further evolution of clustering analysis,
reflecting growing trend of the parallel computing, distributed computing and communication. Its
idea is: first in the individual site data to perform local clustering analysis, and then part of the
clustering results as output to other sites, and gathered into the final clustering results.

Based on the idea of distributed clustering, this paper proposes a distributed K-means algorithm
based on the centralized K-means algorithm. The experimental results show that the proposed
algorithm has higher efficiency and lower time complexity than the centralized K-means agorithm
for large-scale database.

The K-means agorithm is a clustering-based clustering a gorithm whose task is to divide the data
set into digoint point sets to make each point set as homogeneous as possible [4], that is, given set
P{p,.py Py, } With N data points, thegoal of clusteringisto find K clusters C{c4, c;, ... ¢, }, SO that
each dot p; is assgned to a unique cluster C¢; . Where C;#0,i=12..K ;
CNG=0,i=12.Kj=12.Kadi=j UL, C =3

The basic ideaof the algorithm [5] is: given adatabase containing N data objects and the number K
of clustersto be generated, randomly selected K objects, each object initially represents the average
or center of acluster, Then calcul ate the distance from the other samples to each cluster center, return
the sample to the cluster where the cluster center is closest to it, and use the averaging method to
calculate the new cluster center for the adjusted new cluster. There is no change in the cluster center
of the two times, indicating that the sample adjustment is over and the clustering square error criterion
function E converges, and finally all the data objects are stored in the corresponding class C;.

The square error criterion is defined as follows:
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Where:

E isthe sum of the squared errors of all the objects in the database;

p isthe point in the space, representing the data obj ect;

m; isthe average of the cluster C; (p and m; are multidimensional).

The goal of clustering isto use Eg. (1) to minimize the value of E.

Algorithm 1: Centralized K-means

Enter: the database containing the N objects and the K value (K is an integer);

Output: K clusters, making the square criterion minimum.

Method:

(1) Randomly select K objects p; € S astheinitial clustering center;

(20 When E is unstable, the distance d;; =lp—m|*(1 < i < Kand1 = j < N) is
calculated for each K;;

(3) (re-)Assign each object to the most similar cluster according to the minimum distance from
point to m;;

(4) Calculate the new mean m; (1 <i <K);

(5) Calculate E until the value of E is stable.

The complexity of the K-means algorithm is represented by O (TK N), where K is the number of
expected clusters, T isthe number of iterations, and N is the number of data objects.

Distributed K-means clustering algorithm

If you carefully observe the process of K-means algorithm, it is not difficult to find that K-means
algorithmitself contains adistributed idea, the processis started form a set of data and a set of random
clustering center, in each iterative processto assign each object to its nearest cluster. Thisisdone only
by a single processor executing the K-means algorithm. The processor's memory must contain the
structure of all clusters and repeat the algorithm steps until the final clustering center m; is estimated.
However, in a distributed environment, several processors (sites) are connected over the network to
execute the K-means algorithm, which means that the data sets are distributed across severa sitesin
the network, and the processes of these sites interact with each other. The key problem to solve the
distributed K-means algorithm is the global central calculation, which is the biggest difference with
the centralized K-means. This paper presents a distributed K-means central algorithm for computing
global centers. Theimplementation of theimproved distributed clustering algorithm will be described
in detail below.

The process of distributed clustering algorithm

For convenience of description, it isassumed that the initial data distribution is absolutely random
and independent. Each site 5, arbitrarily initializes a set of central vectors M, = {m, |k = 1,2, ..., K}.
After completion of theinitialization, each site cal culates the respective center pointsin parallel, and
during each iteration of the distributed K-means algorithm, the local site 5, broadcasts the respective
local cluster centers to other sites. After clustering at the local site, all the local data that has been
clustered and the center point vector that has been estimated are denoted as {m,.*°*'], and a new
center point vector is calculated as {m,,"**?7. In the process of calculating the new center point, in
order to avoid any one site vacancy situation, the estimated center point for the dataitem.

The central computing is the most important feature of the distributed clustering agorithm. It is
also the main difference between the distributed K-means algorithm and the centralized K-means
algorithm, which can be expressed by the following mathematical formula.

K-meansis:

(new) L{Eﬂ;Ecx(pi]} ()

s

my,
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The central formula of the distributed K-meansin this paper is.

m, () n;{1+1 {meEcK(mjj + mkko!d}} ©)
The new center vector is distributed at all sites and operates in a broadcast manner. Each site S,
calculates the average by its own center and the center received from other sites, and uses these new
averagesinstead of {m, ‘2421, Obviously, in addition to thefirst step, every stepin the future of all the
sites have a clear center. Repeat the above process until the center vector is stable. The new central
computing strategy makes the distributed K-means agorithm different from the traditional K-means
algorithm. The following is a description of the distributed K-means a gorithm.
Algorithm 2: Distributed K-means
Input: Integer K and data set
Output: K clusters
begin
for each site 5; do in parallel
initialize a set of center vectorsm,, for k =1 to K
/l Initialize a group of centers, which are called old centers {m;, 910}
repeat
for each site §; do in parallel
begin
distribute local data in S into k classes acco rding to minimum distance
fromm;for k =1to K
compute new center vectors {m, i for k =1to K
considering old centers {m;, ¥’} as data items
end
for each site §; broadcast {m; ™}, for k=1to K to all other sites
for each site §; do in parallel
begin
for k=1to K do
compute average of {rm, ™17 from self and those received other sites and replace {m;, ™13 with
this average
end
until center vectors are stable
end
Complexity analysis of Distributed K-means algorithm
For any parallel and distributed clustering algorithm has two aspects of complexity [6], that is,
time complexity T;,. ahd communication complexity T__..... In the calculation process, the main
calculation step is to calculate the distance of each data point to the corresponding center vector; in
the communication process, from a site to other sitesto send data, the central vector and other related
information [7]. First, the complexity of the distributed clustering algorithm in one repetition step is
analyzed. Let T,,., bethe actual communication time for one dataitem; T...,. iSthetimerequired to
establish the connection. Since it is executed in paralel, only one data is transferred, so the
complexity of each stepis:
Trz' me Tsrﬂrt + KT&' ata
Similarly, the complex of computationa distanceis:
Trz' me KﬂTﬁ'ist
Where: T;.. isthetimeto calculate a single data point distance;
n=N/P,
Now let T be the number of cycles required for the K-means algorithm, the complexity of the
whole agorithmis:
Trz'ma = T{Tsrﬂrr + K-Trirztrz}
Tcomm = TKﬂTﬂ'fj‘t
As the network developed, the time to establish the connection can be ignored. Therefore, the
complexity expression of this algorithm can be written as follows:

305



£

ATLANTIS

PRESS Advances in Engineering Research, volume 136

Tr:':—na = TKTEEEE

Tcomm = TKﬂTﬂ'fj‘t

In order to reflect the superiority of this agorithm, the complexity of Dhillon's distributed
clustering algorithm is compared. In the distributed algorithm proposed by Dhillon et al. [8], thetime
complexity in addition to T;;,,,, = TKT._.. , plus the transfer time of calculate the number of all
vectors, local site elements, and the Euclidean minimum squares error of al local sites, but also with
the calculation of all thelocal site of all vector time and.

And communication complexity in addition to T, = TEnT 4. , but dso with the calculation
of al local sites all the vector time.

Obvioudly, in Dhillon's scheme, the time complexity and communication complexity are
somewhat higher than those described in this paper, and the empty clustersin [9] aretreated asatuple
for communication, there is no empty cluster in the improved method.

Experimental results and performance analysis

The performance of the proposed algorithm was tested by two groups of experiments. The
experimental platform is configured for 100 Mb / s LAN, 4 PCs, configured as Pentium IV / Intel
1.66 GHz /512 MB, Window s XP (Server version), 80 GB hard drive. The algorithm into a specific
source code, in New Zealand Waikato University open source platform WEKA on the algorithm to
verify. The experiment consists of two parts. the first part of the 6 group is the artificia
two-dimensional data set, thesize of 5 KB, 10 KB, 50 KB, 100 KB, 300 KB, 500 KB; Part 2 from the
UCI machinelearning database [8] The Iris plant dataset, which hasfour attributes, three categories, a
total of 150 samples.

In the first experiment, six sets of different data sets were used to compare the efficiency of
different clustering algorithms. In order to understand these sets of data, this paper adopts
two-dimensional data sets, and is divided into three categories. Experimental results shown in Figure
1, time unit of y-axisisthe clock cycle. With the increasing size of the data set, the running time of
distributed clustering algorithm is obviously smaller than that of centralized clustering algorithm, and
the operation efficiency is improved compared with Dhillon’s distributed clustering agorithm.
Growth rate if the distributed clustering algorithm proposed in this paper is also smaller than the
centralized K-means algorithm.

The second experiment aims to prove the correctness of the proposed al gorithm. The experimental
dataisthe famousIri sdataset. The distribution of the original data set isshownin Figure 2. Sites 1, 2,
3reflect acertain part of the global space, as shown in Figure 3 ~ 5. It can see from thefinal clustering
results (see Figure 6), the global center positioning of the distributed clustering algorithm proposed in
this paper is quite accurate.
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Conclusion

Based on theintensive research of centralized K-means clustering al gorithm, this paper proposes a
new distributed K-means clustering agorithm, analyzes the complexity of the new agorithm, and
proves that the new algorithm greatly improve the performance of the a gorithm while keeping all the
features of centralized K-means clustering a gorithm at the same time. The experiment al so showsthat
the distributed al gorithm proposed in this paper reduces the complexity of the algorithm and improves
the efficiency of the algorithm compared with the agorithm reported in the reference.
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