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Abstract. Moving object detection belongs to the primary processing stage of visual analysis, as well 
as the premise and basis of object tracking and behavior analysis. Foreground motion images 
containing shadows are obtained by an adaptive Gauss mixture background model. To better remove 
shadows and get moving objects, this paper has proposed a shadow detection algorithm based on 
local texture feature and YCbCr color features to detect shadow images, then, shadow images are 
subtracted from foreground motion images, and the final moving object is obtained by filtering and 
contour filling, which better achieves the detection of moving objects in video sequences. 

1. Introduction 

The intelligent video surveillance is a broad field for the current research and application. The 
intelligent video analysis includes the detection, identification and tracking. The detection of the 
moving object is the premise and foundation for the achievement of video analysis, its fastness and 
accurateness has a great impact on the subsequent analysis. The existing methods of moving object 
detection are roughly divided into: optical flow method[1], frame differential method[2] and 
background subtraction[3]. Of which the background subtraction becomes the most commonly used 
detection algorithm for the current time by the high detection accuracy and the low computational 
complexity[4]. 

Background subtraction is to calculate the mean of pixels by pixel counting on several frame data. 
Subtraction is conducted on current frame and background image in video sequences, Pixel points 
with small difference are regarded as background area, while Pixel points with large difference are 
regarded as movement region. Gauss mixture background model based on color feature adopts 
multiple mixture distributions to maintain each pixel point, it can better overcome the change of 
background environment disturbance, meanwhile, it will also mistake shadows as moving objects. 
The shadow detection based on texture feature has better robustness to light changes, but it is also 
easy to occur detection holes to moving objects with less texture information, causing the detected 
motion object to be incomplete[5]. 

By the background subtraction, this article utilizes OpenCV to establish the adaptive Gaussian 
mixture background model and get the moving images of prospect; conduct the shadow detection and 
get the images of shadow with the association of local texture features and YCbCr color features; the 
moving images of prospect subtract the images of shadow for the final moving objects through the 
filter and the outline. 

2. Gauss Mixture Background Model 

In video sequences, each pixel is represented by a plurality of Gauss models, for a point 0 0( , )P x y  

in sequence image, if the observed value at t  time is tx , then, a series of observations are 

 1 2 3, , ... tx x x x
, it is regarded as an independent statistical stochastic process, and described by K 

Gauss mixture distributions, the probability distribution of point 0 0( , )P x y  at the time t  is gained 

from following formula[6]: 
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is the weight of i  mixed Gauss distribution at time t . ,i t

 
and ,i t  are the mean and 

covariance matrices of i  distribution, N  is Gaussian probability-density function: 
11

( ) ( )
2

1
2 2

,
1

( )

(2 )

,
t t t t

T
t

t

t

x x

t tN ex 

 




   
 


                               (2) 

2
,i t i I                                                              (3) 

K is the number of Gaussian distribution in the hybrid model, generally the value range is 3 to 5, 

i and i are the variance and mean of the Gauss distribution model in the dimension of i [7], I  is the 

unitary matrix. 
Arrange the Gaussian Models in the number of K  from large to small in accordance with 

/w  ,take the previous models in the number of B  as the background model: 

1

arg min ( )
b

b k
k

B w T


                                                   (4) 

In the equation, T  is the threshold value of weight function. 
Get a frame of new image, if each of the current pixel value of this image and the difference value 

of the background model meet the equation of , 1 , 1t i t i tX     . Then it should be considered 

that this pixel tX matches the Gaussian model. In the equation,   is the matching constant, generally 

it takes 2.5. Update the respective parameters of this model: 
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In the equation, (0 1)    is the learning rate, it determines the update rate of the background 
model parameters, if the value of   is larger, the upgrading is faster, but in order to reduce noise, 
usually,   is taken a smaller value.   is parameter update rate, ,/ i tw  . If the current pixel 

value tX  does not matched with any one of the Gauss models, then the new distribution will replace 

the minimum weight Gauss distribution, and the standard deviation will take the larger value, and the 
weight is the same as the weight of the replaced Gauss distribution. Because new distribution is added, 
the ownership value should be normalized, and each distribution is rearranged from large to small 
according to /w  , then according to the above steps, tX  will be determined whether it is moving 

foreground pixels or background pixels. Gauss mixed background model can effectively overcome 
the interference caused by the illumination change and the disturbance caused by periodic 
perturbation of background image. 

3. Shadow Detection 

Under the lighting condition, the shadow will move with the moving object for which it must be 
considered in the image process for the elimination of it, otherwise the accurateness for the separation 
of images will be reduced. This article conducts the shadow detection with the use of the local texture 
features and the YCbCr color features respectively. 
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3.1 The Original LBP Operator 
The original LBP operator (OLBP) is that within a window area of 3x3, with the central pixel as 

the threshold value, conduct the finite difference with the pixels that are neighbors within the area 
respectively, if the neighbored pixel is larger than the central pixel, then conduct the binarization, 
mark the neighbored pixel as 1, otherwise it should be 0. Mark all the neighbored pixels within the 
area, and the local binary pattern can be gained. Reflect the texture feature value of this area through 
the code value of LBP in the mean shift of the following equation. 

1

0

( , ) 2 ( )
n

n
c c n c

n

LBP x y i i




                                               (6) 

In the equation, ( , )c cx y  is region center pixel, ni  is the brightness value of n  pixel in the region, 

ci  is the brightness value of the central pixel. 

The function H is defined as follows: 
1 0

H( )=
0 0

x
x

x
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3.2 Improve LBP Operator 
Because the performance of the original LBP operator to resist the sampling noise is not strong[4], 

improve the function H( )x  as H( )= ( )n cx i i T   , of which T  is the threshold value, it can be known 

through the multiple times of experiment, if the threshold value is small, it will create much noises, 
if the threshold value is too large, the LBP texture features will be insufficient, this article takes 6 for 
T . 
3.3 Shadow Detection Based on Texture 

Shadow detection is carried out according to the texture similarity between the shadow area and 
the corresponding position in the background model[8]. Texture similarity is defined as follows[9]: 

( , ) ( , )
( , ) 1

255

C B
LBP LBP

M

M x y M x y
S x y


                                           (8) 

In the equation, ( , )C
LBPM x y  and ( , )B

LBPM x y  respectively present texture eigenvalues of the 

current frame and point ( , )x y  in the background frame, the more similar the texture values of these 

two, the value of ( , )MS x y  closer to 1; conversely, it is closer to 0. In this paper, a similarity judgment 

threshold 1 0.8T   is set, if the value of ( , )MS x y  is larger than and equal to 0.8, then, the pixel point 

( , )x y  is determined as shadow; conversely, it belongs to moving object. 
3.4 Ycbcr Color Space 

YCbCr is a kind of color space, based on the human eye to the brightness of this feature. Of which 
Y represents the luminance component, Cb and Cr are respectively represent the blue and red 
chrominance component. 

The comparison expression transferred from the RGM color space to the YCbCr color space is as 
follows: 

0.299 0.587 0.114

( ) 0.564 128

( ) 0.713 128

Y R G B

Cb B Y

Cr R Y

     
    
    

                                            (9) 

3.5 Shadow Detection based on Ycbcr Color Space 
The brightness of the pixel in the foreground shadow is lower than the brightness of the pixel in 

the background region, but the hue is similar to the hue of the pixel in the background area, this serves 
as a basis for shadow judgment. Shadow detection is performed on YCbCr color space, for the 
correlation of each component is high and the calculation is large in RGB color space, while, 
luminance component Y and chrominance component Cb, Cr in YCbCr color space are independent 
with each other[10], which can reduce the probability of false detection of shadow detection under 
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illumination and other changes. According to the shadow judgment basis, when the pixel point ( , )x y  
satisfies the following formula, it is regarded as shadow: 
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In the equation, ( , )YC x y , ( , )CbC x y , ( , )CrC x y are the three component values of the image point 

of prospect ( , )x y , ( , )YB x y , ( , )CbB x y , ( , )CrB x y are the three component values for the 

corresponding points of the background image, YT , CbT , CrT are the threshold values for the judgment 

of shadow of the three component values which are Y, Cb, Cr respectively. Through multiple times 
of experiments, this article sets YT , CbT , CrT as 30, 12, 12 respectively. Reference [10], during the seek 

for the solution of ( , )YC x y , ( , )CbC x y , ( , )CrC x y , ( , )YB x y , ( , )CbB x y , ( , )CrB x y , utilize the 
thinking of field, conduct the average calculation for each of the pixel points and the other pixel points 
in its 8 fields, take the average value as the pixel value of this point which is similar to the mean filter, 
but this article has conducted the Gaussian filter during the pre-process for the image, and it calculates 
the pixel value of each pixel points by the weighted average calculation which is better for the 
calculation effect than that of the single average calculation, therefore, it is not conducted with the 
mean processing here. 

4. Moving Object Detection Process 

Video image 
introduction

Image preprocessing

Gaussian mixed 
background modeling

Background subtraction 
method for foreground 
moving object image

Background image

Fixed threshold 
processing

Improved LBP 
shadow detection

Shadow image 1

Phase subtraction 
operation

Phase subtraction 
operation

Foreground 
binary image

YCbCr shadow 
detection

Shadow image 2

Contour fill

Moving object

Median filter

 
Figure 1. Moving object detection process 

When realizing moving object detection, this paper firstly adopts bilinear interpolation method to 
zoom the image to the right size (depending on the size of the incoming video), this is to speed up the 
later image processing, and then Gauss filter processing is conducted, reference [11] used median 
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filtering for image preprocessing, but after many experiments, it was found that the median filter was 
less effective than the Gauss filter, therefore, Gauss filtering is used to process the image. An adaptive 
Gauss mixture model is used to obtain foreground motion images (including large amounts of 
Shadows) and background images. In this paper, we propose an improved LBP shadow detection 
method to obtain the shadow image of the original image and the background image 1, then 
foreground motion images are used to subtract them to obtain a moving object image with less shadow 
1. Meanwhile, the original image and background image are detected by YCbCr shadow to get 
shadow image 2, subtract the shadow image 1 from the previous moving object image 2, then the 
median filter is used to obtain the final moving object. 

5. Experimental Results and Analysis 

The following experimental environments are all Visual Studio 2012 and OpenCV3.1, the 
equipments are all configured with Intel Core i7-6700HQ Quad-core processor, the basic frequency 
is 2.6 GHz, 64-bit operating system. There are two groups for the test videos, one group is the indoor 
scene, the other group is the outdoor scene, both are the mainstream test videos. Get the moving 
object that contains a lot of shadows through the adaptive Gaussian Mixture Background Model, with 
the integration of the final moving objects gained by the shadow removal method suggested in this 
article, the experimental results is indicated as the below image. 

 
(a1)                  (b1)                  (c1)                (d1) 

 
(e1)                (f1)                   (g1)                (h1) 

 
(a2)                (b2)                   (c2)                (d2) 

 
(e2)                (f2)                   (g2)                (h2) 

Figure 2. Experimental results in video sequences 
(a1)The raw image in the No. 248 frame;(b1)The background image in the No. 248 frame;(c1)The 

GMM algorithm image in the No. 248 frame;(d1)Our proposed method image in the No. 248 
frame;(e1)The raw image in the No. 300 frame;(f1)The background image in the No. 300 

Advances in Engineering Research, volume 114

410



 

frame;(g1)The GMM algorithm image in the No. 300 frame;(h1)Our proposed method image in the 
No. 300 frame;(a2)The raw image in the No. 786 frame;(b2)The background image in the No. 786 
frame;(c2)The GMM algorithm image in the No. 786 frame;(d2)Our proposed method image in the 
No. 786 frame;(e2)The raw image in the No. 2534 frame;(f2)The background image in the No. 2534 
frame;(g2)The GMM algorithm image in the No. 2534 frame;(h2)Our proposed method image in the 
No. 2534 frame 

Indicated in the above images of(d1),(h1),(d2),(h2), the algorithm in this article can better detect 
the moving objects in the sequence of videos compared with the algorithm of GMM, the outline is 
clear, the background is clean and it can effectively eliminate the shadows, although there is the 
existence of emptiness inside the moving objects, most of the objected outline exist with it, it does 
not impact the work of identification and tracking at later stage. In addition, as it is indicated in 
(b1),(f1),(b2),(f2), the adaptive background images are all gained through the Gaussian mixture 
background modelling which quitely match the actual background and may prove that the adaptive 
Gaussian mixture model plays the function well in the detection of the moving objects. 

6. Summary 

This article establishes the adaptive Gaussian Mixture Model and gains the moving images of 
prospect and the background model through OpenCV. In order to eliminate the shadow and get the 
better moving objects, the joint of texture features and color features is suggested to conduct the 
detection of the shadows, and then utilize the moving images of prospect gained before to subtract 
the images of shadows, get the final moving objects throguh the medium filtering and the outline 
filling. Although the algorithm in this article can better detect the moving objects, under the conditon 
when the object color is very close to the background color, the effect for the detection of this 
algorithm needs still to be improved and needs to solve this problem in the later research. 
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