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Abstract. In order to find the optimal scheduling, to ensure the global optimization, and to adapt to 
the dynamic environment, the adaptive capacity remote sensing data cloud platform scheduling 
strategy is proposed based on the cloud platform high score data storage model. The main contents 
are as follows. The characteristics of the task of high score data in cloud environment are analyzed, 
and the applicability of ant colony algorithm in task scheduling of cloud computing platform is 
pointed out. The initial set of ant colony algorithm is optimized by combining the two parts. The 
quality of service (QoS) is used as the ant colony algorithm pheromone, and the ant colony algorithm 
scheduling strategy with QoS and double pheromone updating model are designed. It can be observed 
that in the process of dealing with large-scale data tasks, the traditional ACO algorithm needs to be 
further considered node load balancing problem. And the scheduling algorithm to node QoS is as a 
pheromone, the resource node reliability, response time and load rate are taken into account as it is in 
task scheduling, which makes the node with better performance easy to be selected. It can be 
concluded that this strategy can improve the traditional ant colony algorithm and get the local optimal 
solution. At the same time, the load balance of the resource node is improved to a certain extent. 

1. Introduction 

With the unprecedented development of civil space information technology, high-resolution 
remote sensing data resources become more abundant (Kefayat, et al., 2015). The scale of data 
constantly increases, while cloud computing technology becomes more and more mature. It has 
become an inevitable trend of development that in the cloud computing environment to establish a 
unified, perfect high score remote sensing data sharing service platform (Agarwal and Jain, 2014). 
And it has become the focus of the current research that the system platform how to efficiently 
manage high scores of data and provide good service in the cloud environment (Rreed, et al., 2014).  

In the cloud platform, in order to ensure large-scale high score data efficient organization and 
management, selecting the appropriate data storage program is needed (Xue, et al., 2014). Based on 
the high score data storage model of the applicable cloud environment, in order to ensure the load 
balancing and minimum consumption in the parallel task scheduling process, to select the appropriate 
scheduling strategy is needed (Tawfeek, et al., 2013). As an intelligent self-heuristic algorithm, ant 
colony algorithm is suitable for solving the optimal solution of multi-objective, so it is suitable for 
scheduling problem in cloud environment. However, due to the greedy characteristics of the ant 
colony algorithm, it is often easy to get the local optimal solution (Yin, et al., 2014). In order to find 
the optimal scheduling, to ensure the global optimization, and to adapt to the dynamic environment, 
the adaptive remote sensing data cloud platform scheduling strategy is proposed based on the high 
score data storage model. 

2. Experiment 

2.1 High Score Data Task Clustering 
Cloud data center resources were usually provided on demand and according to the amount of the 

corresponding cost to pay. The resources included data processors, data storage, and bandwidth and 
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so on. High-score data scheduling tasks usually had the following characteristics. Firstly, tasks were 
not dependent on each other, and it can be parallel operation. Secondly, remote sensing data Single 
task requests were usually large, and existing resources were often difficult to meet the requirements 
of multi-concurrent remote sensing data requests. Thirdly, the request task usually took the 
geographical attribute. High-resolution remote sensing data was different from other, it had time and 
space characteristics. Thus, the high score data request task also had a geographic attribute. Due to 
the special geographical characteristics of the data, continuous access to the same geographical 
location or similar geographical location of the data access speed were relatively fast. If the high score 
data task that had the similar location was executed, geographically different tasks were concurrently 
executed, then the overall efficiency of the task queue could be improved. Therefore, firstly, it was 
necessary to abstract and cluster high score data tasks. The classical hierarchical clustering algorithm 
was applied, which was suitable for use when the data size was relatively large. From the clustering 
form, it can be divided into two clustering methods, including aggregation and splitting. Aggregate 
hierarchical clustering was to regard each element as a cluster, then according to the similarity rule, 
and finally wait until it became a cluster or satisfy a certain condition after the stop. Based on the 
characteristics of remote sensing data, the average distance was took as a similarity rule.  

The high score data task set was abstracted as ܶ ൌ ሼ ௜ܶ|1 ൑ ݅ ൑ ݊ሽ	. Each task corresponds to a set 
of physical locations was ܲ ൌ ൛ ௝ܲห1 ൑ ݆ ൑ ݊ൟ	. Cluster set was ܥ ൌ ሼܥ௞|1 ൑ ݇ ൑ ݊ሽ	. Algorithm 
flow was as the following. 

Step 1: ܦ௠௜௡൫ܥ௜, ௝൯ܥ ൌ หܯ௜ െ ௜ܯ .	௝หܯ  was the average of the geographical locations ௝ܲ  in the 
cluster ܥ௜	. 

Step 2: The average distance between two clusters was calculated. 
Step 3: The two clusters with the smallest distance were aggregated 
Step 4: Step1 was repeated to calculate the distance between the new cluster and the other clusters. 
Step 5: Step2 and step3 were repeated until the end condition was encountered and the remaining 

n clusters were left. The clustering was stopped when there was n remaining cluster. The choice of n 
based on the actual physical node resources and processing capacity to set. The task was usually much 
larger than the amount of resources, when the resources were not sufficient to meet the request, the 
clustering algorithm was started, the task will be merged into n class for subsequent calls. Therefore, 
the task can be divided into concurrent tasks and serial tasks. The same cluster of tasks in the 
implementation of the implementation of the first task of the data can be called in the buffer for a task 
to continue to quickly call. The tasks of different clusters were concurrently executed, it was needed 
to follow a certain scheduling strategy. An algorithm for dealing with high-score data concurrent task 
scheduling in cloud platform was proposed. 
2.2 Based on the Ant Colony Algorithm Scheduling Strategy Design 

The traditional ant colony algorithm was a kind of intelligent optimization algorithm, and the 
positive feedback mechanism was used to imitate the ant foraging way to find the optimal path. Ants 
distributed pheromones during the crawling process, which made the pheromone value of the optimal 
path higher and higher, and it was chosen by more ants to get the optimal solution. The algorithm had 
robustness, positive feedback and parallelism. However, it was easy to fall into the local optimal when 
the optimal solution problem of large-scale data was solved. Therefore, the scale of parallel candidate 
tasks was greatly reduced by initial classification of scheduling tasks, and then the ant colony 
algorithm was used to perform task scheduling. The efficiency of the algorithm was improved.  

The updating rule of pheromone model was the important focus of ant colony algorithm. This 
principle was applied to high score data task scheduling. The task was requested as artificial ants, 
resources were as a node for ants routing. The cluster was clustered by clustering, and each cluster 
was abstracted as an ant. According to the pheromone value, the expected probability and the heuristic 
function, the resource node was selected. After a number of iterations, a reasonable scheduling 
sequence can be found as a task optimal solution. The waiting sequence task was marked as ݇ݏܽݐ௜ ൌ
ሼ݇ݏܽݐଵ, ଶ݇ݏܽݐ …… 	௡ሽ݇ݏܽݐ , the cloud platform resource set is marked as ܽ݊ݐ௝ ൌ ሼܽ݊ݐଵ,
ଶݐ݊ܽ  ௜௝ was aܥܶܧ . And the ith task in the jth resource on the expected processing time	௠ሽݐ݊ܽ……
two-dimensional matrix, the delay time of the task i was ܹܽ݅ݐሺ݇ݏܽݐ௜ሻ	. 
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1). The heuristic function of the high score data scheduling task was as follows. 

ଵߟ ൌ 1
௜ሻ݇ݏܽݐሺݐܹ݅ܽ
ൗ  (1)

ଶߟ ൌ 1
௜௝ൗܥܶܧ  (2)

௜௝ܥܶܧ ൌ
௜݌݅ܯ
௝ݑ݌ܥ

൅
௜ܽݐܽܦ
ܤ ௝ܹ

 (3)

The first equation showed that shorter the delay time of task i was, the higher the value of the 
heuristic factor ߟଵ was. The second equation showed that the faster the processing speed of the task i 
on the resource j was, the higher the value of the heuristic factor ߟଶ was. The third equation showed 
that the processing time of the task i on the resource j, which the calculated amount of i was ݌݅ܯ௜	, 
the calculated capacity of j was ݑ݌ܥ௝	, the amount of data that i requested was ܽݐܽܦ௜	, the bandwidth 
of j was ܤ ௝ܹ	. 

2). The probability that the resource was selected was as below. 

௝ܲ
௔௡௧೔ሺݐሻ ൌ ቐ

ൣ߬௜௝ሺݐሻ൧
ఈ
∙ ሻఉభ൧ݐଵ௦ሺߟൣ ∙ ሻఉమ൧ݐଶ௦ሺߟൣ

∑ ሼሾ߬௜௦ሺݐሻሿఈ ∙ ሾߟଵ௦ሺݐሻఉభሿ ∙ ሾߟଶ௦ሺݐሻఉమሿሽ௦∈௔௟௟௢௪௘ௗ೔
, if j ∈ allowed௜

0,				 ݁ݏ݅ݓݎ݄݁ݐ݋

 (4)

The fourth equation represented the probability that the ith task ܽ݊ݐ௜ chose the resource j at the 
moment t. ߙ was the causal factor of the pheromone, which can reflect the effect of the residual 
pheromone on the path and the resource matching during the scheduling task. ߚ Was the expected 
heuristic factor that represented the impact of foresight in finding the optimal path ߬௜௝ሺݐሻ Showed i 
worked at j, which was the pheromone value. However, ߟ௜௝ሺݐሻ showed i worked at j, which was the 
inspiration factor. 

3).Pheromone model design and updating strategy: The QoS of the resource node was used as the 
routing standard, which was pheromone. The attributes related to the QoS of the resource node usually 
included response time, reliability, and load rate. The formula of the pheromone was expressed by 
the fifth equation, and the QoS k represented the time t. During the process of ܽ ant to find the routine, 
the task i was corresponding to the selected resource k of the QoS, ܴଵ was as constant, the sixth 
equation showed the attribute value calculation of the node QoS. 

∆߬௜
௔ ൌ

ܴଵ
௞ܵ݋ܳ

௧  (5)

௞ܵ݋ܳ
௧ ൌ Re	݌ݏ௞ ൅ Re1௞ ൅ܹ݄݁݅݃ݐ௞ (6)

The first was partial update of pheromone. The seventh equation showed the update of pheromone 
about the ant in theሺ݅, ݆ሻ	, which was the pheromone that  ߬௜௝ሺݐ ൅ ݊ሻ at the time of ሺݐ ൅ ݊ሻ and ሺ݅, ݆ሻ	, 
then ߬௜௝ሺݐሻ  was the pheromone value at the time of ݐ  and ሺ݅, ݆ሻ	 ߩ ,  was the volatile factor of 
pheromone. ∆߬௜௝ሺݐ ൅ ݊ሻ Was the added value of pheromone at the time of ሺݐ ൅ ݊ሻ and ሺ݅, ݆ሻ	. ܽ was 
the ant number, ݉ was the total number of ants. 

߬௜௝ሺݐ ൅ ݊ሻ ൌ ߩ ∙ ߬௜௝ሺݐሻ ൅ ∆߬௜௝ሺݐ ൅ ݊ሻ

∆߬௜௝ሺݐ ൅ ݊ሻ ൌ ෍∆߬௜௝
௔ ሺݐ ൅ ݊ሻ

௠

ఈୀଵ

(7)

The second was global update of pheromone. 

∆߬௜
௔ ൌ

ܴଶ
௕௘௦௧௞ܵ݋ܳ

௧  (8)

When all the tasks were allocated, the optimal scheduling scheme in the iteration can be obtained. 
The global pheromone update strategy was shown as the eighth equation, which ܴଶ was the constant. 
௕௘௦௧௞ܵ݋ܳ

௧  Showed the QoS value of the most suitable node ݇ that was selected at the momentݐ	. 
In summary, the improved ant colony algorithm was put into the high score data cloud platform 

scheduling environment, the implementation of the algorithm was shown in figure 1. 
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Figure 1. Improved ant colony algorithm execution strategy 

3.  Results and Discussions 

The experimental environment was consisted of a core controller and six storage servers. The 
master platform used a domestic server, the main configuration: 2*Intel Xeon CPU were 6 core 12 
threads 2.1GHz. The memory was 64GB; the hard disk was 8TB 7200 r/min. And it was gigabit 
network interface. 6 storage server used the general PC, the main configuration included 1*Intel Xeon, 
CPU4 core 3.3GHz; memory 8GB; hard drive 1TB7200 r/min and gigabit network interface. The 
related operating system and software included windows server 2012, windows 7, VS2012, postgresql 
and so on. 

In order to evaluate the performance of the modified ant colony scheduling algorithm (Q-ACO), 
the algorithm was simulated in the simulated cloud environment. According to the ant colony 
algorithm parameter setting rules and many experiments, the parameters were involved in the value, 
as shown in table 1. 

Table 1. Parameter values of each algorithm 
Algorithm name Parameter name Value 

 
ACO algorithm 

 
Q-ACO algorithm 

α 6 
β1 4 
β2 0.8 
ρ 0.3 

R1 1 
R2 1 

The traditional ant colony algorithm ACO and the scheduling algorithm Q-ACO were realized 
respectively about the task completion time test in the simulation environment. Among them, the high 
score data requirements task range was 100 to 500, the number of iterations was 50 times, the total 
completion time of the ACO and Q-ACO algorithm task scheduling was counted. Through the 
experimental data summary, a line chart was formed, which was as shown in figure 2. 
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Figure 2. Comparison of the total processing time of different tasks 

Figure 2 showed the total time to complete the trend under the same number of iterations, different 
tasks, the two algorithms for task scheduling. It can be observed that when the task was small, the 
completion time of the two algorithms was relatively similar. As the number of tasks increased, the 
task scheduling time increased, but when the task reached a certain scale, the ACO algorithm had a 
large increase in scheduling time. The Q-ACO algorithm was relatively flat and the Q-ACO algorithm 
was about 20%, which was lower than the ACO algorithm's overall task execution time. This was due 
to the same number of iterations. The ACO algorithm was more likely to fall into the local optimal 
problem for the task scheduling process under the condition of large amount of tasks. The Q-ACO 
algorithm firstly summarized the task of high score data, the task size was reduced. At the same time, 
the local update and global update of the pheromone update model wee used, and the obtained task 
scheduling sequence was better, thus the task processing efficiency and shortening the task execution 
time were improved. 

Load balancing test: By calculating the real-time load weight of each resource node, and then the 
ninth equation was used to find the weight of each resource node as a whole load LW (load weights). 

ܹܮ ൌ ݔᇱ݉ܽߝ െ ᇱ݉݅݊ߝ
ൗ݃ݒᇱܽߝ  (9)

As it was shown from the ninth equation, when the system load balance was good, the load between 
the resource nodes was very close, the value was closer to 0. When the load was not balanced, the 
value will deviate from 0. The two algorithms were recorded in the case of 100 to 500 different tasks 
of the server, the summary was shown as in figure 3. 

From figure 3, there was obvious fluctuations about LW by the use of ACO algorithm server 
fluctuations, the maximum load and the minimum load difference were nearly twice as high as the 
average load. And there was little fluctuations in Q-ACO algorithm. And the overall was closer to 0. 
This was because the traditional ACO algorithm needed to be further considered when the large-scale 
data tasks were dealt with. And the scheduling algorithm to node QoS was as a pheromone. The 
resource node reliability, response time and Load rate were took into account when it was task 
scheduling, which made the node with better performance was greatly improved, in order that the 
dynamic adjustment ability of the resource node load was realized. In addition, through the local 
update and the global updating of the pheromone update mode, the instant update of the node 
pheromone was ensured, and it also saved the system overhead in some extent.  
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Figure 3.Comparison of server load values for different tasks 

4.  Conclusion 

The improved ant colony scheduling algorithm is applied to the cloud platform of the national high 
resolution geodetic system data center system. The scheduling algorithm realizes the scientific 
scheduling of the system platform to the high concurrent task demand of the users and improves the 
utilization rate of the system resources. And the system external data sharing service is guaranteed. 
The good operation of the system verifies the reliability, efficiency and applicability of the research 
results  
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