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Abstract. Aiming at the practical issue of multi-sensor data fusion in target tracking, this paper proved 

that the accuracy of multi-sensor data fusion is better than that of any one sensor in terms of accuracy 

definition. According to the proof method, we proposed a multi-sensor data fusion method by 

combinating the near-neighbor method and fuzzy inference. The method combines the near-neighbor 

method and weighted average of fusion inference method in engineering practice. This paper 

theoretically proved that, as the number of sensors increases, the accuracy of data fusion is higher 

rather than worse. Numerical examples show that, our method in this paper has better results than the 

only weighted average fusion method of fuzzy inference. 

1. Introduction 

Recently, multi-sensor data fusion has become a very hot research field. It is a high-level key 

technology [1] commonly concerned by multi-disciplinary, multi-sector and multi-domain. In the 

multi-sensor data fusion system, it is necessary to synthesize the same target track data from 

multi-sensor. This can obtain higher accuracy. Due to the different position of each sensor in the 

process of data fusion, different fusion methods, such as the nearest neighbor method, the fusion 

method based on weights, the fusion method based on fuzzy inference and the fusion method based on 

neural network are generated [2]. It is proved in theory that higher accuracy of data fusion will be 

obtained from more sensors. But this conclusion is still questioned by many people. Because it is only 

proved in data variance, which is in data precision aspect.  

The definition of data accuracy is relatively confusing at present. It is generally believed that data 

precision is the accuracy of data. However, data precision is difficult to characterize the proximity of 

measured value to its true value. So the accuracy of data refers to the degree of agreement between the 

measured values and the proximity to their true values, which is a comprehensive concept. So accuracy 

is used to describe the effect of data fusion in target track. 

Based on proof of data precision in paper [1~2], it is proved that the accuracy of fusion data from 

multi-sensor is better than all measurement accuracy. Then, a multi-sensor data fusion method by 

combinating the near-neighbor method and fuzzy inference is proposed, which combines the 

near-neighbor method and weighted average of fusion inference method in engineering practice. 

2. Fuzzy reasoning method of multi-sensor fusion 

In the target tracking system, uncertainty is present in the whole tracking process due to the 

complexity of tracking environment, the uncertrain num of targets and the mutability of moving objects. 

Which is called ambiguity. Fuzzy reasoning can carry out logical reasoning [5] when the connotation 

and extension of concepts are not clear or the relation between concepts is broken. Therefore, fuzzy 

reasoning is used in target data fusion. 

The measurement error distance and the variance of the last 5 frames of measurement error is used 

to reflect the accuracy and precision of the sensor measurements. They are inputs to the fuzzy 

inference system in this paper, represented by ( )e n  and 
2 ( )n  respectively. 
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 n  is the median estimate of the error distance for the last 5 frames. In this paper, the median 

estimate is used because it is more robust than the mean value, this can effectively avoid the influence 

of outliers. Fuzzy variables ( )E n  and ( )V n  respectively represent the fuzzy values of the 

measurement error distance ( )e n  and the variance of the last 5 frames of measurement error 2 ( )n . 

The fuzzy set theory domains for the fuzzy variables ( )E n  and ( )V n  are  , , , ,VS S M B VB  and 

 , , , ,VS S M B VB . The membership functions of each fuzzy set are shown in Fig 1 and Fig 2. 

 

Fig. 1 membership function of fuzzy set ( )E n  

 

Fig. 2 membership function of fuzzy set ( )V n  

The Takagi-Sugeno fuzzy system is adopted in this paper because of its unnecessary bluring[7~8]. 

Suppose the fuzzy variable ( )P n  is the sensor satisfaction degree of the current frame time, and its 

fuzzy set theory domain is  , , , ,VL L M H VH . The fuzzy satisfaction of  , , , ,VL L M H VH  is 

expressed by 1 2 5, , ,g g g , then we can assume: 1 2 3 4 50.99, 0.8, 0.5, 0.2, 0.01g g g g g     . 

The fuzzy inference principle used in this paper is that the smaller the error ( )e n  is, the higher the 

sensor accuracy at the current frame time is, and the smaller the variance 
2 ( )n  is, the higher the 

sensor accuracy at the current frame time is. The inference rules adopts the form of IF-THEN. For 

example, IF ( )E n  is VS , THEN the fuzzy satisfaction degree is 1( )VSE n g , ( )VSE n  represents the 

ambiguity size corresponding to the measurement error ( )e n  when ( )E n  is VS . IF ( )V n  is S , 

THEN the fuzzy satisfaction degree is 2( )SV n g , ( )SV n  represents the ambiguity size corresponding to 

the variance 
2 ( )n  of the last 5 frames measurement error ( )e n  when ( )E n  is S . 

The Max-Min inference mechanism, or the arithmetic average operator can be used to determine the 

final satisfaction degree. 

Suppose a target is measured by m sensors. After the satisfaction of each sensor ( ), 1,2, ,iP n i m  

is obtained, we can get the multi-sensor fusion value of the target state by weighted average method of 

each sensor measurement. The specific formula is as follows: 
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ix  is the data from the i sensor. 

3. Proof: the accuracy of fusion data is better than that of any sensor measurement. 

First, it is proved that the accuracy of two sensor data fusion is better than that of any sensor. 

Since the actual measured values may contain outliers, they are filtered values here. Suppose a 

target in three-dimensional coordinates, the first sensor measured value is  1 1 1, ,x y z , the second 

sensor measured value is  2 2 2, ,x y z , the true value of the target is  , ,x y z0 0 0 . Then the fusion value 

are: 
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When the measured values of the two sensors are not less than the true value, we assume
1 2x x x  0 , 

then 1 2rx x x  , 1 2 0rx x x x x x     0 0 0 , so the accuracy of the fusion value is between the 

accuracy of two sensors. In order to optimize the precision of fusion value, let  1 2min ,rx x x , we 

can get 
1rx x x x  0 0 , 

2rx x x x  0 0 . 

When the measured values of the two sensors are less than the true value, we assume 
1 2x x x  0 , 

then 1 2rx x x  , 1 2 0rx x x x x x     0 0 0 , so the accuracy of the fusion value is between the 

accuracy of two sensors. In order to optimize the precision of fusion value, let  1 2max ,rx x x , we 

can get 
1rx x x x  0 0 , 

2rx x x x  0 0 . 

When the true value is between the measured values of the two sensors, we assume 1 2x x x 0 , 

then 1 2rx x x  ,    1 1 2 2rx x x x x x     0 0 0 . If 
1 2x x x x  0 0 , then 

   1 1 1 2 2 1rx x x x x x x x x x         0 0 0 0 0 . 

If    1 1 2 2x x x x   0 0 , then  1 2 2 1 0rx x x x x x     0 0 . 

If    1 1 2 2x x x x   0 0 , then     1 1 1 2 21rx x x x x x x x         0 0 0 0 . 

The fuzzy inference principle is the smaller the error, the higher the weight of the sensor at the 

moment of the current frame. So 1 2  , 1 21 3   , and 
1x x 0  is smaller than 

2x x 0 . The 

bigger 1  is, the higher probability we get 
1 0rx x x x   0 0  using fuzzy inference principle. Thus, 

when the true value is between the measured values of the two sensors, we get 
1rx x x x  0 0 , 

2rx x x x  0 0 . 

In conclusion, we can get 
1rx x x x  0 0 , 

2rx x x x  0 0  in any condition. This proved that 

the accuracy of the fusion value rx  is better than that of 1x , 2x . Similarly the accuracy of the fusion 

value ry  is better than that of 1y , 2y , the accuracy of the fusion value rz  is better than that of 1z , 2z . 

So the accuracy of two sensor data fusion is better than that of any sensor. When there are three sensors, 

first we get the fusion value from two sensors, its accuracy is better than both the sensors. Then the 

fusion value is fused with the third measured value. Similarly the accuracy of the fusion value is better 

than any of the three sensors. And so on, the conclusion is get that the accuracy of multi-sensor data 

fusion is better than that of any sensor. Due to the proof that the precision of multi-sensor data fusion is 

better than that of any sensor, the conclusion is proved that the accuracy of multi-sensor data fusion is 

better than that of any sensor. 
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4. A Multi-Sensor Data Fusion Method by Combinating Near-neighbor Method and Fuzzy 

Inference 

After using the current statistical model to get    1| 1 , 1| 1 , 1,2, ,iX k k P k k i m     , we can 

fuse with fuzzy reasoning to get:    
1
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     . Then we bring  1| 1rX k k   and  1| 1rP k k   into 

Kaman filter. This combines Kaman filter and fuzzy inference. 

According to the above proving process, first the combination of Kaman filter and fuzzy inference is 

completed. Then, if the truth value is between the filtered values of each sensor, the weights are 

determined by fuzzy inference for data fusion, if the filtered value of each sensor is not less than or not 

greater than the true value, the nearest neighbor method is used to fuse the data. This combinates the 

nearest neighbor method and fuzzy reasoning. 

If you do so in the project, you need to find the true value. But the true value can never be get, it can 

only be replaced by a prediction value that is close to it. In practice, the fusion value of fuzzy reasoning 

 1| 1rX k k   can be chosen as true value, but it can not be compared with the filtered value 

 1| 1iX k k   and  1| 1rX k k  . Because  1| 1iX k k   and  1| 1rX k k   is related, 

 1| 1rX k k   is always among  1| 1iX k k  . To solve this problem, the reasoning is as follows: 

     1| 1 ( +1) ( 1) 1| ( +1) ( +1)i ii i iX k k I K k H k X k k K k Z k        

Due to      1| 1, | ( )i rX k k k k X k k U k a    , all  1|iX k k  are equal.  1| 1rX k k   

and  1|iX k k  are the state prediction of  1| 1X k k  , so    1| 1 1| 0r iX k k X k k      , 

we get : 
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         
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  The correlation of  1iZ k   and  ( 1) 1|rH k X k k   is not strong, so 

   1| 1 1| 1i rX k k X k k      can be replaced by    1 ( 1) 1|riZ k H k X k k    . 

5. Example analysis 

In order to verify the effect of data fusion, this paper selects that A radar and B radar track the 

aircraft at same time. the radar sampling rate is 20Hz, 5432 points are collected, and the corresponding 

GPS data is the true value. We select y coordinate direction to verify conveniently. Figure 3 is the final 

result using the motor frequency function established with the adjacent measurement distance of the 

first difference, the nearest 5 frames measure error distance as the median estimate, multi-sensor data 

fusion method by combinating near-neighbor method and fuzzy inference. The blue line is the 

difference between the measured data of A radar and GPS data, the green line is the difference between 

the measured data of B radar and GPS data, the red line is the difference between the fusion data of two 

radars and GPS data. 
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Fig. 3 the final result 

1) The median estimate of the nearest 5 frames measure error distance is compared with mean value. 

Figure 4 is the result of substituting the median estimate of the nearest 5 frames measure error distance 

with the mean value in the figure 3. It can be seen that the median estimate is more robust than the mean 

value, and can effectively avoid the influence of outliers. 
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Fig. 4 the result of mean value 

2) The multi-sensor data fusion method by combinating nearest neighbor method and fuzzy 

inference is compared with the multi-sensor data fusion method only using fuzzy inference. Compared 

with figure 3, figure 5 changes the multi-sensor data fusion method by combinating nearest neighbor 

method and fuzzy inference with the multi-sensor data fusion method only using fuzzy inference. As 

can be seen in Figure 3 the result is better, but not obvious. Subtracting the results of the two methods 

is shown in figure 6. It can be seen that the multi-sensor data fusion method by combinating nearest 

neighbor method and fuzzy inference improves the multi-sensor data fusion method only using fuzzy 

inference, and the result is better. 
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Fig. 5 the result of the multi-sensor data fusion method using fuzzy inference 
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Fig. 6 the difference between the results of the two fusion methods 

6. Conclusion 

1) The median estimate is more robust than the mean value in the estimation of measure error 

distance of the last 5 frames, it effectively avoids the influence of outliers. 

2) It is proved in this paper that the accuracy of multi-sensor data fusion is better than that of any 

sensor. On this basis, the multi-sensor data fusion method by combining nearest neighbor method and 

fuzzy inference is proposed. Since the nearest neighbor method is used to correct the data, this method 

is better than the weighted average fusion method based on fuzzy inference. The method proposed in 

this paper theoretically proves that the accuracy of data fusion will be higher rather than worse as the 

number of sensors increases, and it will have certain theoretical significance. 
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