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Abstract—Integer Linear Programming problems are significant 
in many areas, and there exist many classic methods to deal with 
such problems. Based on the intuition that a proper pre-estimation 
of those problems may help find a good initial point that is 
relatively closed to the final solution, we constructed a framework 
to do such pre-estimate by introducing ࢾ	 . We proposed two 
methods to estimate ࢾ by trials and by direct estimation. In a case 
study our method reduces about 7% of computational expense 
compared to the Branch and Bound Algorithm. 

Keywords-integer linear programming; relaxing methods; pre-
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I.  INTRODUCTION 

Integer Linear Programming (ILP) problems are of great 
importance in many areas. One classical method to solve the ILP 
problems is the Branch and Bound Algorithm (Branch and Cut 
Algorithm), and there are also many other approaches such as 
the cutting plane algorithm and heuristic methods. Many 
researchers have done a great number of works in this area. 
Linderoth JT, et al made a survey on existed strategies of branch 
and bound methods and presented novel search strategies [1]. 
Still C, et al developed a sequential cutting plane method to solve 
convex mixed integer nonlinear programming problems [2]. 
Cornuejols G, et al did prediction on the size of branch and 
bound trees [3]. Morrison David R, et al made a survey of recent 
advances in searching, branching and pruning [4]. 
Akrotirianakis I, et al developed an outer approximation based 
brand and bound algorithm for convex zero-one Mixed Integer 
Nonlinear Programming problems [5]. Wang HF, et al 
developed a hybrid approach to solve differentiable integer 
programming problems, using a genetic algorithm after 
approximation of the objective function and constraints [6]. 

In this paper, we implemented a novel approach to Integer 
Linear Programming problems, based on the intuition that an 
appropriate pre-estimation may provide an initial point probably 
closed to the solution. We translated the idea into mathematical 
form by introducing ߜ  and then proposed two methods to 
estimate	ߜ. A case study shows that our method reduces 7% of 
computational expense compared to the original Branch and 
Bound Algorithm. 

II. FRAMEWORK AND IDEA 

Contrast to the classic Branch and Bound Method, our 
method provides another view to deal with the Integer Linear 
Programming (ILP) problems. For an ILP problem whose 
objective function is 	݃ , suppose the solution of its relaxed 
problem is ݖ∗ 	= ݃ሺݔ∗ሻ , where ݖ∗ is the minimum value. Then 

there exists ߜ ൐ 0 such that the solution (minimum value) of the 
original ILP problem ݖூ ൏ ∗ݖ + ߜ  , or ∃	ݔூ ∈ ܰ௡	 such that ݃ሺݔூሻ ൏ ∗ݖ +  The idea, as well as the idea of the Branch and . ߜ
Bound Algorithm, is shown in Figure I. 

 

 
FIGURE I.  IDEAS OF THE BRANCH AND BOUND ALGORITHM (TOP) 

AND PRE-ESTIMATE APPROACH (BOTTOM) 

Suppose the ILP problem is ݉݅݊	ݖ = ݃ሺݔሻ	ݏ. .ݐ ݔܣ = 0, ݔ ൒ 0, ݔ ∈ ܼ௡
Then solve the relaxed LP problem ݖ∗ = .ݏ	ሻݔሺ݃	݊݅݉݃ݎܽ .ݐ ݔܣ = 0, ݔ ൒ 0

which is easy. Add a constraint to the ILP problem and construct 
ILP' problem ݉݅݊	ݖ = ݃ሺݔሻ	ݏ. .ݐ ݔܣ = 0, ݃ሺݔሻ ≤ ∗ݖ	 + ,ߜ ݔ ൒ 0, ݔ ∈ ܼ௡

If ߜ  is small, any ݔ  that satisfies the constraints of ILP' 
would be a good initial point to apply other classical methods, 
such as the Branch and Bound Method. Framework of our 
method is shown in Figure II. 
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FIGURE II.  FRAMEWORK 

In some situations, ߜ  can be estimated theoretically. 
However, in most situations, ߜ is hard to estimate. In the next 
section two methods are introduced to estimate ߜ . 

Since it is hard to estimate integral points that satisfy the 
constraints of ILP', it is not time efficient to look for a ߜ that is 
excessively small. 

III. TWO METHODS TO ESTIMATE ߜ  

Usually it is very hard to provide a proper ߜ , since in some 
occasions the solution to the ILP problem and solution to its 
relaxed LP problem may be greatly different. But when the 
objective function and constraints are not complex, two methods 
are provided to estimate a proper ߜ. 

A. Estimation by Trials 

A vital point is that ߜ should not be small, which at least 
satisfies that there exists a solution to the constraints of ILP'. To 
ensure this, let ݔ଴  be a solution to the constraints of the ILP 
problem, and set ߜ = ݃ሺݔ଴ሻ − ∗ݔ  , then ߜ  will not make ILP' 
unsolvable. However, the ߜ above may be quite large, so it is 
more reasonable to select several solutions ݔଵ, ⋯,ଶݔ ,  ௠ to theݔ
constraints of ILP problem and find the minimum value of ݃ሺݔ௜ሻ, ݅ = 1,2,⋯ ,݉. Then let ߜ = ݉݅݊௜∈ሼଵ,⋯,௠ሽ݃ሺݔ௜ሻ − ∗ݔ

This ߜ  may be much smaller. For the efficiency of the 
algorithm, ݉ should also be proper. For simplification, suppose 
there are ܰ integral points that satisfy the constraints of the ILP 
problem. In order to reduce the computational cost, we want ݉ + ሻݔሺ݃ሺܰ	ߚ ≤ ݉݅݊௜∈ሼଵ,⋯,௠ሽ݃ሺݔ௜ሻሻ
to be relatively small, where ߚ is a parameter which refers to the 
computational cost of the remaining integral points, and ܰሺ⋅ሻ 
refers to the number of integral points that satisfy the constraints 
of ILP as well as the inequality above. Since a decrease will 
make ߚ much larger, set ߚ = ݁ି௠ for simplification. 

To estimate ݉ , suppose the distribution of ݃  is totally 
unknown. So for generalization, assume ܰሺ݃ሺݔሻ ≤ 	݇ሻܰሺܦሻ = ݇ − min௫∈	஽,௫∈௓೙ ݃ሺݔሻmax௫∈	஽,௫∈௓೙ ݃ሺݔሻ − min௫∈	஽,௫∈௓೙ ݃ሺݔሻ
where ܦ refers to all points that satisfy the constraints of the 
relaxed LP problem, and ܰሺܦሻ the integral points in ܦ. In order 
to calculate the expectation of  

ܰሺ݃ሺݔሻ ≤ ݉݅݊௜∈ሼଵ,⋯,௠ሽ݃ሺݔ௜ሻሻ/ܰሺܦሻ
Suppose ݉݅݊௫∈	஽,௫∈௓೙	݃ሺݔሻ = ሻݔ஽,௫∈௓೙݃ሺ	௫∈ݔܽ݉,0 = 1
Let the interval ሾ0,1ሿ  be cut into ݐ  slices, and let value ܰሺ݃ሺݔሻ ≤ ݉݅݊௜∈ሼଵ,⋯,௠ሽ݃ሺݔ௜ሻሻ can only be 

଴௧ , ଵ௧ , ⋯ , ௧௧. Then the 

probability the value equals to 
௜௧ is ሺݐ + 1 − ݅ሻ௠ − ሺݐ − ݅ሻ௠ሺݐ + 1ሻ௠ 

So we have 

ܧ ቆܰሺ݃ሺݔሻ ≤ 	݉݅݊௜∈ሼଵ,⋯,௠ሽ݃ሺݔ௜ሻܰሺܦሻ ቇ	
= lim௧→ஶ෍݅ݐ ⋅ ሺݐ + 1 − ݅ሻ௠ − ሺݐ − ݅ሻ௠ሺݐ + 1ሻ௠௧

௜ୀ଴ 	 = 1݉ + 1	
Then the problem is to minimize ݉ + ݁ି௠ ⋅ ேሺ஽ሻ௠ାଵ  . This 

could be easily solved by letting its derivative equal to zero. At 
last, the proper ݉ is approximately equal to ݈݊	ܰሺܦሻ − ݈݊	݉ , 
or ݉ ൎ ݈݊	ܰሺܦሻ − ݈݊	݈݊	ܰሺܦሻ . When ܰሺܦሻ = ܰ is large, it is 
not necessary to calculate it precisely; a rough estimation would 
be enough. 

B. Direct Estimation 

Suppose the objective function of the ILP problem is ݃ሺݔሻ  For most ordinary ILP problems, the solution to the ILP .ݔ்ܿ=
problem and that to the relaxed LP problem may be much closed. 
For example, when ܿ ൒ 0ሺܿ௜ ൒ 0ሻ  and ܣ ൒ 0ሺܣ௜௝ ൒ 0ሻ , a 
theoretical estimation is ߜ = ∑ ܿ௜௡௜ୀଵ , which ensures that the ILP' 
has at least a solution. In fact, more general estimation can be 
written as ߜ = ݇ห|ܿ|หଵ . A small ݇  will lead to a better initial 
point, while taking a higher risk of losing all solutions; a large ݇ 
always ensures that solution of ILP' exists, but the estimation 
may be not that good. The scale of ݇ depends on the shape of ܦ, 
which is derived from ܣ. ݇ should be relatively large when ܦ 
has very sharp parts, which means two rows of ܣ must be similar. 
Thus, by calculating the correlation matrix of ܣ, k can be judged 
by whether there is strong linear relationship between two 
different rows of ܣ. 

For more general cases, ߜ should be approximately equal to the 
mean value of ݃ሺݔሻ where ݔ falls into a ball with radius 1 and 
centroid ݔ∗. That is, ߜ ൎ ∗ݔఈ∥మୀଵሺ|݃ሺ∥ܧ	 + ሻߙ − ݃ሺݔ∗ሻ|ሻ

Since the precise expectation is hard to know, an 
approximation would reduce the computational expense without 
losing much information. One approach could be selecting ߙ to 
be േ	 ௜݁, ݅ = 1,2,⋯ , ݊, where 
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݁௜ = ቆ0,⋯ ,0,1ᇣᇧᇤᇧᇥ௜	௘௟௘௠௘௡௧௦ , 0,⋯ ,0ቇ்
IV. CASE STUDY 

Consider the Integer Programming problem 

min ݖ = ଵଶݔ + ଶଶݔ + ଷଶݔ3 + ସଶݔ4 + ଵݔହଶ+8ݔ2 + ଶݔ2 + ଷݔ3 − ସݔ − 	ହݔ2
Such that 

ቌ1 1 1 1 12 2 2 1 62 1 3 0 00 0 1 1 5ቍۈۉ
ۋیହݔସݔଷݔଶݔଵݔۇ

ۊ ≤ ൮400800200200൲1 ≤ ௜ݔ	 ≤ 99, ,ݎ݁݃݁ݐ݊݅	ݏ݅	௜ݔ ݅ = 1,⋯ ,5
Using Lingo software to solve this problem directly, 1042 

iterations are needed. And its relaxed programming problem has 
solution	ݖ∗ = −0.5625 and  

∗ݔ = ൬0, 0, 0, 18	, 12൰்
with 56 iterations.  

Now estimate ߜ with method introduced in section III A: we 
have	ߜ = 11.5 and suppose it is good enough. Then only 912 
iterations are needed to solve the problem. Let ߜ equal to some 
other values between 1 and 20, no more than 950 iterations in all 
occasions are needed to solve the problem. Count the former 56 
iterations on, our method reduces more than 7% of 
computational expense. Results are similar if ߜ  is slightly 
changed. Thus, our method indeed provides a better initial point 
than the original Branch and Bound Algorithm. 

V. CONCLUSION 

In this paper, we considered a novel approach to deal with 
integer programming, based on the intuition that a good pre-
estimate method could help find an initial point that may be very 
closed to the solution. Then we proposed two methods to do the 
estimation, one by trials, and another by direct estimation. With 
such initial point, time expense of existed methods to solve the 
programming problem could be reduced. In the case we studied, 
7% of computational expense was decreased. In the future, we 
plan to find out which kind of integer programs are more likely 
to be improved by out method. We also plan to apply out method 
to other problems, such as mixed integer programming problems. 
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