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Abstract—This paper presents two novel forecasting algorithms 
for sports achievement based on combination of grey model and 
neural network: (1) GM-NN1: Firstly, the error sequence is 
obtained by GM(1,1) model using original data sequence of 
sports achievement, and then in order to gain a forecasting error 
sequence, the neural network is built up to train the regression of 
error sequence. This new model corrects the error of GM(1,1) 
model prediction using neural network, and its accuracy has been 
significantly improved. (2) GM-NN2: This model uses the partial-
data sequence of the original sports achievement data to create 
partial-data GM(1,1) model group, and build a neural network to 
establish the nonlinear relationship between the fitted values and 
original data, the generated network estimates the forecasting 
development trend of the partial-data GM(1,1) model group, and 
achieves better results in the medium- and long-term forecast for 
sports achievement. 

Keywords-sports achievement; forecasting; grey system; neural 
network 

I. INTRODUCTION 

Physical education forecast refers to the predictor’s 
prediction and deduction to all kinds of future or unknown 
factors in the field of physical education [1, 2]. Physical 
education forecast is not only very important to the 
development of physical education career, but also important 
to the assessment of the development trend of sports 
achievement. It provides scientific basis to policy-maker. How 
to establish a forecasting model for athletic contest 
achievement is an important project of tourism study. But 
there is not a centralized normal form for which kind of 
mathematics model can be used [3]. At present commonly 
used mathematics models are [4~6]: (1) Time sequence model: 
often used to predict simple, stable or periodic statistics. As 
for the apparent rising Chinese athletic contest achievement, 
the prediction result may be lower than the real one. (2) 
Regression model: rely too much on limited variables, and 
many major influential factors have been excluded from the 
model. The model is usually in static state. It is hard to predict 
the future changing trend of the self-variables that set up in the 
competitive achievement function. (3) Gray predictions: a 
linear model, however the change of the athletic contest 
achievement is a linear dynamic process, so it is hard for the 
Gray model to predict the exact change of the athletic contest 
achievement. (4) Delphi method: it cannot effectively reveal 
the relationship among various kinds of factors in physical 
education system, in which they interact and associate with 
each other, and cannot reveal the relationship between 
physical education system and outside environment. 

Grey forecasting model is the main component of the grey 
system theory [7], and one of the hot research areas, which is 
composed of GM(1,1) model, grey Verhulst model and 
DGM(1,1) model, and so on. The basic principle of the grey 
forecasting model is that after the accumulation of the raw 
data, to discover previously unknown, interesting relationships 
among attributes from large databases, and to retrieve to initial 
states for simulation and forecasting. Grey combined 
forecasting model is one of the main research directions in the 
combined forecasting theory, and the organic integration of the 
grey model with other models is an important content in the 
grey combined forecasting model [8].  

Neural network forecasting network is a nonlinear 
computing model [9, 10]. And Study ability, neural network 
can effectively fit any nonlinear function and its neuron 
realizes two fuzzy functions for fuzzy processing. Neural 
network with the characteristics of massively parallel 
processing, distribution storage, self-adaptive, fault tolerance 
and etc. [11~13], could be used to solve complex nonlinear 
problems, which can reflect the nonlinear relation among the 
variables of sports achievement. Therefore, we choose neural 
network model to combine with the grey GM(1,1) model to 
forecast sports achievement.  

This paper proceeds as follows: Section II discusses the 
basic concepts of the grey prediction model and artificial 
neural network. Section III clarifies the contribution of the 
theory of copulas to the detection of the volatility and the 
improved model. Section IV presents the results data and 
Section V concludes. 

II. MODEL ANALYSIS 

According to the research on neural network and grey 
system theory, it can be found that these two theories are 
similar to a certain extent. Firstly, the output results of neural 
network can approximate any fixed value at arbitrary precision 
[14]. However, because of the existing error, the output values 
will fluctuate around some value as a center. It can be derived 
that the output of neural network is a grey coefficient [15]. 

Meanwhile, the two theories have otherness and 
complementarity: The neural networks can approximate any 
nonlinear function at arbitrary precision, but GM(1,1) is not 
suitable to approximate complex nonlinear functions [16]. The 
accumulated sequence appeared a monotonously increasing 
trend, which is suitable for neural network to approximate [17]. 
Therefore, combine grey GM(1,1) model and neural network 
is feasible. 
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A. GM-NN1 Algorithm  

That using GM(1,1) model to fit the original data cannot 
avoid the information distortion caused by positive and 
negative cancellation in the process of accumulative sequence 
of system identification [18]. Therefore, to increase accuracy, 
we propose a combined forecasting model based on grey 
GM(1,1) model and neural network 1st (GM-NN1) algorithm. 
The content of GM-NN1 algorithm is shown in Fig. 1: At first, 
we set up GM(1,1) model according to the original data, and 
obtain error sequence. Secondly, neural network is used to 
obtain forecasting error sequence by error regression analysis. 
At last, a new forecasting value is acquired by adding the 
forecasting value of GM(1,1) and the forecasting error.  

 
FIGURE I.  CONTENT OF GM-NN1 ALGORITHM 

The mathematical description is given as follows: 

For an original non-negative sequence  


(0) (0) (0) (0)( (1), (2),..., ( ))X x x x n  

the reduction value sequence of (0)X , (0)X̂ , can be obtained 
through utilizing grey GM(1,1) model, i.e., 


(0) (0) (0) (0)ˆ ˆ ˆ ˆ( (1), (2),..., ( ))X x x x k  

To facilitate description, we make the following definitions. 

Definition 1: when k n , (0)X̂  is the fitting value of (0)X , 
thus 



(0) (0)

(0) (0) (0)

ˆ(1) (1)

ˆ( ) ( ) ( )

x x

k x k x k

 


   

Let (0)  represents the error sequence of GM(1,1) model, 
which can be denoted as 


(0) (0) (0) (0)( (2), (3),..., ( ))n     

Definition 2: when k n , (0)ˆ ( )x k  is the forecasting value 

calculated by GM(1,1). Let k n m  , then the forecasting 
sequence of GM(1,1) can be denoted by  


(0) (0) (0)ˆ ˆ ˆ( ( 1), ( 2),..., ( ))x n x n x n m    

where m  is the forecasting steps. 

The Definition 1 reflects the difference between real value 

and fitting value, which exists in GM(1,1) predictions. The 
traditional GM(1,1) model utilizes the k n  values of the 

reduction sequence (0)X̂  mentioned in Definition 2 to make 
predictions, without considering the changes of the error 
sequence, which may lead large difference into prediction. For 
solving the above problem, GM-NN1 algorithm is proposed, 
and the detail procedure is described as follows: 

Step 1: GM(1,1) model calculates reduction sequence (0)X̂ , 
error sequence (0) , and prediction sequence from original 
data sequence. 

Step 2: in order to obtain a forecasting error sequence (0)̂ , 
a neural network is built up to train the regression of error 
sequence. Denote q  as the forecasting steps of the neural 
network, i.e., the information of 

 (0) (0) (0)( ), ( 2),..., ( 1)k q k k      is used to predict the error 

value at moment k . Consider 

 (0) (0) (0)( ), ( 2),..., ( 1)k q k k      as input sample of the 

neural network, (0) ( )k  as supervised value of the neural 

network. Train (0)  by the neural network. The trained neural 
network can be used as an effective tool for forecasting the 
error sequence, for example, the forecasting value of 

(0) ( 1)n   can be obtained from the values of (0) ( 1),n q    
(0) (0)( 2),..., ( )n q n   . For an error sequence which needs 

m  steps prediction, let (0)̂  be the forecasting sequence from 
training and prediction of the neural network, thus  


(0) (0) (0) (0)ˆ ˆ ˆ ˆ( ( 1), ( 2),..., ( ))n n n m        

Step 3: a new forecasting value is obtained while summing 
the GM(1,1) model prediction and forecasting error sequence, 
i.e.,  


'(0) (0) (0)ˆˆ ˆ( ) ( ) ( )x i x i i   

in which, 1, 2,...,i n n n m    ; '(0)ˆ ( )x i  is the new 
forecasting value obtained from GM-NN1.  

This new model correct the error of GM(1,1) model 
prediction using neural network, and its accuracy has been 
significantly improved, which will be verified in section III. 

B. GM-NN2 Algorithm 

In the GM(1,1) modeling procedure, it doesn’t need to 
utilize all the data in the raw sequence, and when the data 
choosing manners are different, the sports achievement 
forecasting models have a lot of diversity. We explore partial-
data sequence of the original sports achievement data to create 
a prediction grey area with upper and lower bounds. This area 
appears to be a horn with the passage of time, i.e., The longer 
the forecasting period, the larger the grey area, the lower the 
predicted precision, which is one of the main reasons that grey 
forecasting manner is not suitable to make a long-term 
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prediction. To raise the long-term predicted precision, neural 
network is explored to set up the nonlinear mapping relation 
between partial-data GM(1,1) model and original data. 

For (0)X  and (0)X̂  given in Eq. (1) and (2), define as 
follows: 

Definition 3: if GM(1,1) modeling needs at least k  data, 
then the GM(1,1) model obtained by the former S  data of 

(0)X , (0) (0) (0) (0)( (1), (2),..., ( ))X x x x s , can be named as S-
GM(1,1) model. And the former n  data of reduction sequence 
obtained by S-GM(1,1) model is still called fitting value, and 
the remainder is called forecasting value. 

Definition 4: if GM(1,1) modeling needs at least k  data, 
and the length of (0)X  is n k , then 1n k   S-GM(1,1) 
models can be obtained, which can be named partial-data 
GM(1,1) model group.  

Usually, GM(1,1) modeling needs five data, i.e., 5k  . 
For an original non-negative sequence with n  data, we can 
obtain 4n   partial-data GM(1,1) models, which compose a 
GM(1,1) model group. The fitting and forecasting values 
calculating from each model in the group can be treated as 
approximations of sports achievement system under certain 
condition. The basic concept of the combined forecasting 
model based on grey GM(1,1) model and neural network 2nd 
(GM-NN2) algorithm is depicted by Fig. 2: The neural 
network is trained by treating the fitting value of partial-data 
GM(1,1) model group as inputs, and the corresponding 
original data as supervised values. After trained well, the 
neural network can predict the forecasting values of original 
data by inputting the forecasting values of partial-data GM(1,1) 
model groups. 

 
FIGURE II.  CONTENT OF GM-NN2 ALGORITHM 

The detail procedure of GM-NN2 algorithm is described as 
follows: 

Step 1: Set up the S data GM(1,1) model, and obtain the 
partial-data GM(1,1) model groups. 

Step 2: Input the fitting values of partial-data GM(1,1) 
model groups and set up neural network by the supervised 
values. The nonlinear mapping relationship between partial-
data GM(1,1) model groups and original data can be reflected 
by the trained neural network. 

Step 3: For the trained neural network, the forecasting 
values of the original data can be obtained by inputting the 
forecasting values of partial-data GM(1,1) model groups. 

III. SIMULATION RESULTS 

Sports achievement forecasting has very important 
meaning to hold the development trends of athletics sports. 
And it is the basic and premise of finding scientific theory of 
training and instructing practice of training. However, sports 
achievement forecasting is affected by many factors, such as 
level of training, personal habits, health, climate and 
temperature conditions. Sports achievement forecasting model 
must give full consideration to various factors. But some of 
them can be quantized while others cannot, so it’s difficult to 
depict all the factors accurately. From the viewpoint of system 
theory, the forecasting model is a typical grey system in which 
information is known partly and unknown partly. We choose 
LIU Xiang’s international competition record in men’s 110m 
from 2001 to 2008 [19] as experiment samples (shown in Tab. 
1), and use GM(1,1) model, GM-NN1 and GM-NN2 
algorithms to analyze the former 9 values, and forecast the 
latter 4 values. The performances of the three manners can be 
compared by the real and forecasting values. 

TABLE I.  LIU XIANG’S INTERNATIONAL COMPETITION RECORD IN 
MEN’S 110M 

No. 1 2 3 4 5 6 7 

Notes
(seconds) 13.33 13.36 13.42 13.12 13.56 13.27 13.23

 

No. 8 9 10 11 12 13  

Notes
(seconds) 13.08 13.21 12.88 12.93 13.15 12.95  

A. GM-NN1 Algorithm 

In GM-NN1 algorithm, GM(1,1) model is set up by the 
former 9 data, and the obtained error sequence is maken 
regressive training. After training is completed and neural 
network is convergent, new forecasting values can be 
calculated, which are shown in Fig. 3. In this figure, we 
compare GM-NN1 algorithm forecasting values with GM(1,1) 
model forecasting and real values. 
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FIGURE III.  COMPARISON OF GM(1,1) AND GM-NN1 

As depicted in Figure. 3, for the neural network can fit test 
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samples accurately, the fitting values of GM-NN1 algorithm is 
fine, and the forecasting values of GM-NN1 algorithm is 
better than those of GM(1,1) model. 

B. GM-NN2 Algorithm 

In GM-NN2 algorithm, partial-data GM(1,1) model group 
is set up by the former 6, 7, 8, and 9 data, respectively. We use 
fitting data as input and original data as output to train the 
neural network. After training is completed and neural 
network is convergent, new forecasting values can be 
calculated, which are shown in Fig. 4. In this figure, we 
compare GM-NN2 algorithm forecasting values with real 
values and forecasting values of partial-data GM(1,1) model 
with 6 7, 8, 9 data, which are denoted by GM(1,1)-6, GM(1,1)-
7, GM(1,1)-8, and GM(1,1)-9. 
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FIGURE IV.  COMPARISON OF PARTIAL-DATA GM(1,1) AND GM-

NN2 

It can be seen from Figure. 4, the curves of partial-data 
GM(1,1) model group appear to be a horn with the passage of 
time, which proves that the forecasting time cost is larger and 
the precision is higher when the test samples used to set up 
model is more. The fitting and forecasting results show that 
GM-NN2 algorithm perform much better than partial-data 
GM(1,1) model group. 

IV. CONCLUSION  

Predictions of sports achievements have much to do with 
strategies for sports development. In this article, we propose 
two algorithms, i.e., GM-NN1 and GM-NN2, to analyze given 
athletic performances, and forecast new performances. The 
simulation results prove that our proposed algorithms perform 
better than the traditional model. 
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