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Abstract: This paper proposes a face-based gender classifier which is based on Adaboost, and 
selects the face database with different color, angle and illumination. A variety of feature extraction 
methods are used to reduce the dimension, noise and calculation of the sample, and ensure a high 
recognition rate. The simulation results show that the proposed classifier can complete the gender 
classification work with the interference of skin color, angle and illumination, and the error rate is 
only 7.5%, what is more, the training and recognition speed is also get improved. 

1. Introduction  
Face recognition is an important part of biometric identification technology and one of the most 

challenging research topics. The face image contains rich features, including gender, age, race, 
identity, etc., among them, the gender classification based on face image is of great significance and 
has a wide application prospect. [1] 

The gender classification algorithm of face image mainly contains supported vector machine 
(SVM) [2], linear discriminant algorithm (LDA) [3] and AdaBoost (Adaptive Boosting) algorithm. 
Among these algorithm, the recognition rate of the SVM algorithm is relatively high, while its 
recognition speed is relatively slow. The LDA algorithm is more concerned with distinguishing the 
difference of face. AdaBoost algorithm is widely used in face recognition in recent years. The 
advantage of Adaboost lies in its high efficiency, just need to know the sample category, you can 
continue to learn through multi-layer training and obtain better recognition results. Therefore, this 
paper chooses AdaBoost algorithm to carry on the gender classification of face image. 

AdaBoost algorithm is an important feature classification algorithm in machine learning, and has 
been widely used in applications such as face detection and image retrieval. In addition, this 
algorithm is often used for feature selection and feature weighting. There is a widely application of 
the AdaBoost algorithm. 

The gender classification based on face image mainly includes three parts: face detection, feature 
extraction and classifier. In this paper, a variety of dimensionality reduction methods is used for 
facial image feature extraction and dimension reduction, and it also talks about training AdaBoost 
classifier to achieve gender classification of face images. The second section introduces the 
AdaBoost algorithm, the third section discusses the AdaBoost gender classification method adopted 
in this paper, the fourth section is simulation experiment, and the last section summarizes the whole 
paper. 

2. AdaBoost algorithm 
2.1. The classification model of AdaBoost algorithm 

AdaBoost is an iterative algorithm whose core idea is to train different weak classifiers for the 
same training set and then integrate these weak classifiers to form a strong classifier. The algorithm 
itself is achieved by changing the data distribution, which determines the weight of each sample 
based on whether each sample classification in each training set is correct and the accuracy of the 
last overall classification [5]. The new data set with the modified weight is given to the lower 
classifier for training, and finally the classifier of each training is integrated to become the final 
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strong classifier. The practical AdaBoost classifier can eliminate some unnecessary training data 
features and focus on training critical data. 

2.2. The process of the AdaBoost algorithm 
The error rate of the classifier tends to zero as long as each weak classifier classification 

capability in AdaBoost is better than random guessing, and when its number tends to infinity [6]. 
The structure of the AdaBoost algorithm is shown in the following figure: 

 
Figure 1 Adaboost algorithm flowchart. 

2.3. The basic theory of AdaBoost 
The AdaBoost algorithm, as an improved version of Boosting, is almost identical in efficiency to 

the traditional Boosting algorithm, but it does not require any prior knowledge about the weak 
learner, making it easier to apply it to practical problems [6]. The following is a formal description of 
the AdaBoost algorithm: 

Given the training set: (𝑥𝑥1, 𝑦𝑦1),…,(𝑥𝑥𝑁𝑁, 𝑦𝑦𝑁𝑁), where 𝑦𝑦𝑖𝑖 ∈ {-1,1}, that xi is the correct category label, 
1, ..., N. The initial distribution of samples on the training set is the following: 

  D1(i) =
1
N

 
(1) 

 
For t = 1 ... T, the weak classifier should be found with the smallest error rate on the distribution 

search: → {-1,1}, where the error rate of a weak classifier is: 

 εt = PDt(ht(xi) ≠ yi) (2) 
 

Calculate the weighting factor for the weak classifier: 

 αt =
1
2

ln �
1 − εt
εt

� (3) 
 

Update the distribution of training samples: 

 Dt+1(i) =
Dt(i)exp�−αtyiht(xi)�

Zt
 

(4) 
 

Where Zt is the Normalized constant. 
The last strong classifier is: 

 H𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(x) = sign��αtht

T

t=1

(x)� (5) 
 

The training error is analyzed as follows: 
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Set ε𝑡𝑡 = 1
2
− 𝛾𝛾𝑡𝑡, because the error rate of the weak classifier is less than the random guess, so 

 𝛾𝛾𝑡𝑡 > 0, its training error is: 

 Rtr�H𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓� ≤ exp�−2�γt2
T

t=1

� (6) 
 

Set ∀t，γ ≥ 𝛾𝛾𝑡𝑡 > 0, so we can get 𝑅𝑅𝑡𝑡𝑡𝑡�𝐻𝐻𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓� ≤ 𝑒𝑒−2𝑡𝑡2𝑇𝑇, and we draw a conclusion that with 
the increase in the number of training rounds, the upper bound of training errors will continue to 
decrease. 

3. Gender classification based on AdaBoost 
3.1. Face database and feature extraction 

There are some commonly used face database like FERET, ORL, Yale, PIE, AR, BioID, etc., 
this paper selected FERET face database. FERET face image database is initiated and established 
by the US Department of Defense to promote the face recognition algorithm further research and 
practical application [7]. From 180 people face images which is randomly selected by the FERET, 
including men and women of 90, 5 images for each person, covering a different perspective, 
expression, lighting conditions, and consist of different color of the face image . Randomly selected 
140 groups of face images are uesd as a training group, men and women each 70; the remaining 40 
groups as a test group, men and women each 20. 

The size of selected face image is 80 × 80, and it has been pre-processed. The face detection and 
segmentation process is not described in detail here. In this paper, MB-LBP and principal 
component analysis are used to extract the feature images of facial images, and the AdaBoost 
gender classifier is used to compare the test results. The training process and the comparison results 
are described in detail in the simulation experiment section. 

3.2. AdaBoost classifier training 
The Adaboost gender classifier's training process can be formally described as the following 

steps: 
Given the set of male and female training samples, the sample set contains two matrices: male 

and female face image sample matrix, gender marker matrix. Male is marked as -1, and female is 
marked as 1. 

The initial distribution of the training sample set is 1/p, which means that the weight of each 
training sample is 1/p. 

After the iteration of T rounds, a weak classifier is obtained after each iteration. The classifier is 
used to test the training sample and can obtain an error rate for the training sample, and then use the 
error rate to the sample value of the traversal update. If a training sample was wrong, then increase 
the weight of this sample, so that the next round of training will try to classify this wrong sample 
correctly. Then we follow the training set after modifying the weights, and we get the new weak 
classifiers h1, h2 ... ht. 

Through this multi-round iteration and update the sample weight of the voting training,we 
ultimately get a strong classifier: 

 𝐻𝐻𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑥𝑥) = 𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠 ��𝛼𝛼𝑡𝑡ℎ𝑡𝑡

𝑇𝑇

𝑡𝑡=1

(𝑥𝑥)� (7) 
 

The best weak classifier obtained by each iteration. It is the weight obtained by the size of the 
classification error rate of the weak classifier got in each iteration. The better the classification 
effect is, the greater the weight is. Since the weight of each sample is introduced, each round of 
training is a process of deepening learning, so the more the number of iterations, the more 
knowledge the strong classifier has, and the better the classification performance will be. 
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4. Simulation experiment 
Input the male and female training group images (each 70 * 5), a total of 700 and generate a 700 

* 6400 training sample matrix: faces_ori. At the same time, generating a corresponding 700 * 1 
gender matrix faceslabel; input men and women each 20 * 5 total 200 test image and then generate 
a 200 * 6400 test sample matrix: faces_oritest, and the corresponding gender marker matrix 
facestlabel. In the gender marker matrix, the male is -1 and the female is 1. 

4.1. Determine the optimal number of iterations for the classifier 
Take training samples and test samples to a simple resampling process in order to treduce their 

dimensions to 700 * 800 and 200 * 800 as training and test samples for this section. After selecting 
the number of iterations every 10 in the range of [10,700], training the gender classifier, observeing 
the training and the test error rate, we can get the optimal number of iterations of the classifier. The 
results are shown in the following figure: 

 
Figure 2 Error Rate Chart of Adaboost Classifier with Different Iterations. 

As it can be seen from the above figure, when the number of iterations reaches 630, the training 
error of the classifier is reduced to zero and the test error is 17.9% after 590 times and basically 
stabilizes. Thus, the optimal number of iterations of the classifier can be chosen 630 times. As the 
face image selected in this paper contains different interference factors: races, angles, lighting 
environment, so the required number of iterations is relatively high. 

4.2. Feature extraction and classifier training 
Simple resampling, PCA feature extraction and MB-LBP feature extraction were used to train 

the gender classifier, and the training effect of PCA method and MB-LBP operator with different 
dimensions were analyzed. In addition, the experimental results of the three methods were analyzed 
and compared. 

The original image is 80 × 80 face image, the input is 6400-dimensional data, after a simple 
resampling processing, it will reduce the dimension to a certain value. In the range of [50,1000] 
every 50 select a target dimension, training classifier and get the test results, the following figure is 
a simple resampling processing classifier training results: 

 
Figure 3 Error Rate Chart of Adaboost Classifier with changing vector. 

In order to obtain the best dimensionality reduction, we use  the method of fast PCA to reduce 
the dimension and choose a target descending dimension every 10 in the range of [10,200], and 
train the classifier separately, as shown in the figure below. The experimental results show that, the 
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classifier, which is trained by the reduced dimension PCA , The overall error rate varies 
dramatically and the error rate is more than 25%. Therefore, when the principal component is used 
as a feature, the training of gender classifier performance is poor. 

 
Figure 4 The Error Rate Chart of PCA test sample. 

By comparing the effect of the three operators, the feature matrix generated by MB2 −
LBP8,2

u2operator is chosen as the characteristic sample. The dimension of each sample vector is 1296 
and the number of iterations is 640. And then in the [0 1000] interval every 50 select a dimension, 
and the sample vector down to this dimension, and then after the reduction of training samples and 
test samples to test, and get the wrong sample test rate, the following is the experiment results: 

 
Figure 5 The Error Rate Chart of LBP test sample. 

It can be seen from the experimental results that the classifier trained by the feature matrix 
generated by the MMB2 − LBP8,2

u2 operator is classified as a gender classifier with an error rate of 
7.5% when the classifier is reduced to 600 dimension. The classifier has successfully removed the 
noise effect, achieved a better recognition effect, and successfully reduced the feature dimension to 
600 dimensions, greatly reducing the amount of computation, thereby reducing the training and 
testing time. Compared to the previous classifier, this classifier performance is excellent. 

5. Conclusion  
In this paper, a face database with different color, angle and illumination is selected, and the face 

gender classifier based on Adaboost with different feature extraction methods is trained, and the 
training results are compared and analyzed. The simulation results show that the gender classifier 
based on Adaboost can complete the gender classification under the interference of skin color, angle 
and illumination, but it still needs to reduce the error rate by optimizing the weak classifier and 
iterative method. In this paper, the best feature extraction method is MB-LBP, which successfully 
reduces noise and the computational cost and achieves the best classification effect. The work of 
this paper is still has some shortcomings, face database is not rich, the training database is still in a 
small scale. In the future, the research will focus on the face detection and cutting, and how to 
integrate the weak classifier into a strong classifier and so on. 
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