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#### Abstract

Proposed a 2-D parameters estimation algorithm for near-field sources based on polarization sensitive array. The algorithm adopted the centro-symmetric uniform linear array, constructed three covariance matrices by the particular array labeling, and taken advantage of the total least squares and subspace decomposition method to estimate the bearing and range parameters. The characteristic of the algorithm is that the parameters are automatically paired and the computational complexity is low. Simulation results show the effectiveness of the proposed algorithm.


## Introduction

Source localization is one of the most important research fields of array signals. It has been widely used in radar, seismic exploration, sonar and many other fields. According to the distance between the source and the receiving array, the source location is divided into far field source localization and near field source localization. For far field source localization, the distance between the source and the receiving array is very far away, so the wavefront of the source can be regarded as a plane wave, and the position information of the source can be determined by the direction angle. But in the near field source localization, between the source and the receiver array distance, the source of the wavefront for spherical wave, the position information of the source to determine two parameters of direction angle and distance, so the near field source localization problem than the problem of far field source localization is more complicated, The existing far field source localization algorithms can not be directly applied to near field source localization, and new algorithms need to be developed. After more than twenty years of development, many scholars at home and abroad have studied the problem of source localization in the near field, and proposed many excellent algorithms ${ }^{[1-7]}$.

Swindlehurst et al proposed a near field source localization algorithm ${ }^{[3]}$ based on spatial Wigner distribution, but its estimation performance was poor; Challa R N et al. Proposed a joint estimation algorithm ${ }^{[4]}$ four order cumulant and the total least squares method of near field source and distance parameters based on two-dimensional DOA algorithm, by eigenvalue decomposition directly estimate the phase parameters, without spectral peak searching, but the parameter matching program, introduces additional error; Starer et al proposed a near field source localization method based on path tracking algorithmg ${ }^{[5]}$, which uses a one-dimensional spectral peak search instead of two-dimensional peak search, and reduces the computational complexity of the MUSIC algorithm; J-H, Lee et al proposed an improved path tracking algorithm ${ }^{[6]}$ using known geometric paths. Compared with ${ }^{[5]}$, it reduces the computational complexity, but still needs one-dimensional peak search. Liang Junli et al proposed near field source localization algorithm ${ }^{[7]}$ based on parallel factor analysis, parallel factor model is extended to the high order cumulant domain, and three phase parameters by three-dimensional linear alternating least squares source, due to the need to construct a plurality of four order cumulant matrix, and the subspace decomposition, so the amount of calculation great. J-H, Lee et al proposed an improved path tracking algorithm ${ }^{[6]}$ using known geometric paths. Compared with ${ }^{[5]}$, it reduces the computational complexity, but still needs one-dimensional peak search.

Proposed a 2-D parameters estimation algorithm for near-field sources based on polarization sensitive array. The algorithm adopted the centro-symmetric uniform linear array, constructed three covariance matrices by the particular array labeling, and taken advantage of the total least squares and
subspace decomposition method to estimate the bearing and range parameters. The characteristic of the algorithm is that the parameters are automatically paired and the computational complexity is low. It can be applied to additive Gauss white noise environment.

## Receiver array and signal model



Figure 1. Finite Polarization Sensitive Array Model
The receiving array as shown in Figure 1, the receiver array is the extension of X axis symmetrical uniform linear array, to coordinate origin as the center, consists of a $2 \mathrm{~N}+1$ and the axis direction of the dipole on a sensor spacing of D , electric field are induced from the X and Y directions. A $\mathrm{L}(\mathrm{L}<\mathrm{N}-1)$ non Gauss and uncorrelated near field narrowband source is incident on the receiving array, and the coordinate origin $(0,0)$ is chosen as the phase reference element, and the direction angle and distance of the L source are represented as theta $\mathrm{L}, \mathrm{rl}$. Assuming that the noise on the array is additive Gauss white noise, then the output of the first pair of dipole pairs, the X direction and the Y direction can be represented as m :

$$
\begin{align*}
& x_{m}{ }^{[x]}(t)=\sum_{l=1}^{L} s_{l}(t) e^{j\left(\omega_{x} m+\phi_{x i} m^{2}\right)} \boldsymbol{u}_{l}^{[x]}+n_{m}{ }^{[x]}(t)  \tag{1}\\
& x_{m}{ }^{[y]}(t)=\sum_{l=1}^{L} s_{l}(t) e^{j\left(\omega_{x l} m+\phi_{x} m^{2}\right)} u_{l}^{[y]}+n_{m}^{[y]}(t)
\end{align*}
$$

Type

$$
\begin{gather*}
\omega_{l}=-2 \pi \frac{d}{\lambda_{l}} \sin \theta_{l}  \tag{3}\\
\phi_{l}=\pi \frac{d^{2}}{\lambda_{l} r_{l}} \cos ^{2} \theta_{l} \tag{4}
\end{gather*}
$$

UL is the output coefficient vector of the X axis and the Y axis, assuming that the dipoles are consistent with each other:

$$
u_{l}=\left[\begin{array}{l}
u_{l}^{[x]}  \tag{5}\\
u_{l}^{[y]}
\end{array}\right]=\left[\begin{array}{c}
-\cos \gamma_{l} \\
j \cos \theta_{l} \sin \gamma_{l}
\end{array}\right]
$$

In the formula, $\gamma_{l}$ is the phase descriptor of the polarization state of the electromagnetic wave, that is, the electric field amplitude ratio between the Y direction and the X direction, referred to as the polarization auxiliary angle. $\gamma \in[0, \pi / 2]$ 。

In this case, the following assumptions are made:
Hypothesis 1: the source is a non Gauss, uncorrelated stationary random process;
Hypothesis 2: noise is additive Gauss white noise, and uncorrelated with the source;
Suppose 3: the array spacing is the minimum wavelength of the received signal.

## Algorithm description

Using the signals received by sensors with different array labels, the following correlation matrices are constructed

$$
\begin{align*}
\mathbf{R}_{1}(m, n)= & \left\{E\left(\left(x_{n-m}{ }^{[x]}(t)\right)\left(x_{n-m-1}{ }^{[x]}(t)\right)^{\mathrm{H}}\right)\right\}^{*} \\
= & \left\{E \left[\left(\sum_{l=1}^{L} s_{l}(t) e^{j\left(\omega\left(n(n-m)+\phi(n-m)^{2}\right)\right.} \boldsymbol{u}_{l}^{[x]}+n_{n-m}{ }^{[x]}(t)\right)\right.\right. \\
& \left.\left.\quad\left(\sum_{l=1}^{L} s_{l}(t) e^{j\left(\omega_{l}(n-m-1)+\phi(n-m-1)^{2}\right)^{[x]}} \boldsymbol{u}_{l}^{[x]}+n_{n-m-1}^{[x]}(t)\right)^{\mathrm{H}}\right]\right\}^{*} \\
= & \sum_{l=1}^{L} r_{s l}\left|\boldsymbol{u l}_{l}^{[x]}\right|^{2} e^{j\left(\omega_{l}-\phi_{l}\right)} e^{j 2 \phi \phi(n-m)} \tag{6}
\end{align*}
$$

Matrix form

$$
\begin{equation*}
\mathbf{R}_{1}(m, n)=\mathbf{A}\left(\phi_{l}\right) \mathbf{R}_{\mathbf{S}} \boldsymbol{\Omega} \boldsymbol{\Phi}^{*} \mathbf{A}^{\mathrm{H}}\left(\phi_{l}\right) \tag{7}
\end{equation*}
$$

Type

$$
\begin{equation*}
\mathbf{A}\left(\phi_{l}\right)=\left[\boldsymbol{a}_{1}, a_{2}, \cdots, a_{L}\right] \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{a}_{\boldsymbol{l}}=\left[1, e^{j 2 \phi_{l}}, \cdots, e^{j 2 N \phi_{l}}\right]^{\mathrm{T}} \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{R}_{\mathbf{S}}=\operatorname{diag}\left(r_{s 1}\left|u_{1}^{[x]}\right|^{2}, r_{s 2}\left|u_{2}^{[x]}\right|^{2}, \cdots, r_{s L}\left|u_{L}^{[x]}\right|^{2}\right) \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{\Omega}_{x}=\operatorname{diag}\left(e^{j \omega_{1}}, e^{j \omega_{2}}, \cdots, e^{j \omega_{L}}\right) \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{\Phi}_{y}=\operatorname{diag}\left(e^{j \phi_{x_{1}}}, e^{j \phi_{x_{2}}}, \cdots, e^{j \phi_{x_{X}}}\right) \tag{12}
\end{equation*}
$$

Similarly, the following two order two statistic matrices are constructed

$$
\begin{align*}
\mathbf{R}_{2}(m, n) & =E\left(\left(x_{m-n+1}{ }^{[x]}(t)\right)\left(x_{m-n}{ }^{[x]}(t)\right)^{\mathrm{H}}\right) \\
& =\mathbf{A}\left(\phi_{l}\right) \mathbf{R}_{\mathrm{S}} \boldsymbol{\Omega} \mathbf{\Phi}^{\mathrm{H}}\left(\phi_{l}\right)  \tag{13}\\
\mathbf{R}_{3}(m, n) & =\left(\mathbf{R}_{2}(m, n)\right)^{\mathrm{H}} \\
& =\mathbf{A}\left(\phi_{l}\right) \mathbf{R}_{\mathrm{S}} \boldsymbol{\Omega}^{*} \boldsymbol{\Phi}^{*} \mathbf{A}^{\mathrm{H}}\left(\phi_{l}\right) \tag{14}
\end{align*}
$$

Construction matrix
$\mathbf{R}=\left[\begin{array}{l}\mathbf{R}_{1} \\ \mathbf{R}_{2} \\ \mathbf{R}_{3}\end{array}\right]=\left[\begin{array}{l}\mathbf{B} \\ \mathbf{B} \boldsymbol{\Omega}^{2} \\ \mathbf{B} \boldsymbol{\Phi}^{* 2}\end{array}\right] \mathbf{A}^{*}\left(\phi_{l}\right)$
Among

$$
\begin{equation*}
\mathbf{B}=\mathbf{A}\left(\phi_{l}\right) \mathbf{R}_{\mathbf{S}} \boldsymbol{\Omega} \boldsymbol{\Phi}^{*} \tag{16}
\end{equation*}
$$

Singular value decomposition of matrix, $\mathbf{R}=\mathbf{U S V}^{\mathrm{H}}$, The singular values are sorted from large to small, and the left singular vectors corresponding to the maximum singular values of L are extracted, Structured signal subspace, $\mathbf{E}_{S}=\left[e_{1}, \cdots, e_{L}\right]$, And divide it into three dimensional matrices $\mathbf{E}_{\mathbf{0}}, \mathbf{E}_{\mathbf{1}}, \mathbf{E}_{\mathbf{2}}$, as a result of

$$
\begin{equation*}
R\left\{\mathbf{E}_{\mathrm{S}}\right\}=R\{\mathbf{B}\}=R\left\{\mathbf{E}_{0}\right\}=R\left\{\mathbf{E}_{1}\right\}=R\left\{\mathbf{E}_{2}\right\} \tag{17}
\end{equation*}
$$

Therefore, there must be a non singular $L \times L$ matrix $\mathbf{T}$,

$$
\mathbf{E}_{S} \mathbf{T}=\left[\begin{array}{l}
\mathbf{E}_{\mathbf{0}}  \tag{18}\\
\mathbf{E}_{\mathbf{1}} \\
\mathbf{E}_{\mathbf{2}}
\end{array}\right] \mathbf{T}=\left[\begin{array}{l}
\mathbf{B} \\
\mathbf{B} \boldsymbol{\Omega}^{2} \\
\mathbf{B} \boldsymbol{\Phi}^{*^{2}}
\end{array}\right]
$$

That is

$$
\begin{array}{ll}
\mathbf{E}_{\mathbf{0}} \mathbf{T}=\mathbf{B} & \mathbf{E}_{\mathbf{1}} \mathbf{T}=\mathbf{B} \boldsymbol{\Omega}^{2} \quad \mathbf{E}_{\mathbf{2}} \mathbf{T}=\mathbf{B} \boldsymbol{\Phi}^{* 2} \\
\mathbf{E}_{\mathbf{1}}=\mathbf{E}_{\mathbf{0}} \boldsymbol{\Psi}_{1} & \mathbf{E}_{\mathbf{2}}=\mathbf{E}_{\mathbf{0}} \boldsymbol{\Psi}_{2} \\
\text { Among }
\end{array}
$$

$$
\boldsymbol{\Psi}_{1}=\mathbf{T} \boldsymbol{\Omega}^{2} \mathbf{T}^{-1} \quad \boldsymbol{\Psi}_{2}=\mathbf{T} \boldsymbol{\Phi}^{* 2} \mathbf{T}^{-1}
$$

$\boldsymbol{\Psi}_{1}, \boldsymbol{\Psi}_{2}$ Eigenvalue decomposition, Available $\boldsymbol{\Omega}^{2}$ and $\boldsymbol{\Phi}^{* 2} e^{\text {stimated values, However, since the }}$ eigenvalues of the two matrices are independent, the order of their eigenvectors may be different, and the order of eigenvalues is not one-to-one, Therefore, the introduction of parametric pairing procedures is well known, and parameter matching procedures introduce additional errors, so this section uses the method in document [9], $\mathbf{\Psi}_{1}, \mathbf{\Psi}_{2}$ Eigenvalue decomposition, the method does not require eigenvalue decomposition, and can directly estimate the closed form solution of the source phase parameters.

## $\boldsymbol{\Psi}_{1}$ Eigenvalue decomposition

$$
\begin{equation*}
\mathbf{V}_{1} \mathbf{U}_{1}=\Psi_{1} \mathbf{U}_{1} \tag{22}
\end{equation*}
$$

## Among

$$
\begin{equation*}
\mathbf{U}_{1}=\left[\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \cdots, \boldsymbol{u}_{L}\right]^{\mathrm{T}} \tag{23}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{V}_{1}=\operatorname{diag}\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \cdots, \boldsymbol{v}_{L}\right) \tag{24}
\end{equation*}
$$

By formula (21), $\boldsymbol{\Psi}_{1}, \boldsymbol{\Psi}_{2}$ having the same characteristic vector and different eigenvalues, That is $\mathbf{U}_{1}$, the characteristic vector $\boldsymbol{\Psi}_{2}$, Set $\mathbf{V}_{2}$ as the eigenvalue matrix of the matrix $\boldsymbol{\Psi}_{2}$, so there is

$$
\begin{equation*}
\mathbf{V}_{2} \mathbf{U}_{1}=\boldsymbol{\Psi}_{2} \mathbf{U}_{1} \tag{25}
\end{equation*}
$$

set up

$$
\begin{equation*}
\mathbf{\Psi}_{2} \mathbf{U}_{1}=\left[\zeta_{21}, \zeta_{22}, \cdots, \zeta_{2 L}\right] \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{V}_{2}=\operatorname{diag}\left(v_{21}, v_{22}, \cdots, v_{2 L}\right) \tag{27}
\end{equation*}
$$

The eigenvalues $\boldsymbol{\Psi}_{2}$ that can be computed according to formula (27), among $j=1,2, \cdots, L$

$$
\begin{equation*}
v_{2 j}=\frac{1}{L} \sum_{l=1}^{L} \frac{\zeta_{2 l}}{u_{j l}} \tag{28}
\end{equation*}
$$

Then, according to the formula (11) ~ (12), the estimation of the phase parameters of the near field source can be derived ${ }^{\omega_{x}, \phi_{x}}$

$$
\begin{equation*}
\omega_{l}=0.5 \operatorname{angle}\left(\mathbf{V}_{1}\right) \tag{29}
\end{equation*}
$$

$$
\begin{equation*}
\phi_{l}=-0.5 \operatorname{angle}\left(\mathbf{V}_{2}\right) \tag{30}
\end{equation*}
$$

Then, according to formula (3) ~ (4), the two-dimensional parameter estimation of polarization array near field source can be obtained:

$$
\begin{align*}
& \theta_{l}=-\operatorname{asin}\left(\frac{\omega_{l} \lambda}{2 \pi d}\right)  \tag{31}\\
& \hat{r}_{l}=\frac{\pi d^{2}}{\lambda \phi_{l}} \cos \left(\theta_{l}\right) \tag{32}
\end{align*}
$$

## Simulation experiment

Two equal amplitude modulated amplitude modulation sources S1 and S2 are used in this experiment, Carrier frequency, respectively $f_{1}=4 \mathrm{MHz}, f_{2}=2 \mathrm{MHz}$, Sampling frequency is 16 MHz , The direction angles are $\theta_{1}=20^{\circ}, \theta_{2}=30^{\circ}$, distance parameter is $\mathrm{r} 1=0.2, \mathrm{r} 2=0.4$. The estimated values of the direction and distance parameters of the source are the degree and the wavelength respectively. In the experiment, the mean square error criterion (MSE) is adopted as the performance evaluation criterion

$$
\begin{equation*}
M S E=10 \log _{10}\left(\frac{1}{N_{r} p^{2}} \sum_{r=1}^{N_{r}}(p-p)^{2}\right) \tag{33}
\end{equation*}
$$

$p$ to estimate parameters, $N_{r}$ is the number of experiments for Monte-Carlo.
The method proposed in this section uses a centrosymmetric homogeneous linear array, as shown in Figure 1, consisting of 9 polarized dipole pairs, with the element spacing being $1 / 4$ of the shortest wavelength. The noise on the element is additive Gauss white noise. To demonstrate the effectiveness of the proposed algorithm, the proposed algorithm is compared with the algorithm in the literature [8] (applied to a uniform linear array).

Experiment 1: The signal-to-noise ratio of the experiment is 10 dB , and the number of sampling points varies from 256 to 1536 , each sampling points for the 200 Monte-Carlo experiment, two source S1 and S2 direction angle and distance curve parameter estimation mean square error value varies with the number of snapshots is shown in Fig. 2~ Fig. 3.


Figure 2. Finite MSE curve along with Snapshot of DOA Figure 3. Finite MSE curve along with Snapshot of Range

By 2~ in Figure 3 shows, this section presents the algorithm can accurately estimate the parameters of two-dimensional source, direction angle and distance parameters of mean square error decreased with increasing number of snapshots, and has higher estimation accuracy and better estimation performance than the [8] algorithm.

Experiment 2: The number of snapshots is 512 to 30 dB than the 5 dB change in signal-to-noise, each signal-to-noise compared to 200 Monte-Carlo experiments, two source S1 and S2 direction angle and distance parameter estimation mean square error value with the SNR curve as shown in Fig. 4~ is shown in Fig. 5.



Figure 4. Finite MSE curve along with SNR of DO Figure 5. Finite MSE curve along with SNR of Range
By 4~ in Figure 5 shows, this section presents the algorithm can accurately estimate the parameters of two-dimensional source, direction angle and distance parameters of mean square error decreases with the increase of SNR and better estimation performance than [8] algorithm in the literature.

From Experiment 1 and 2 simulation results shows that both the number of snapshots in the experiment, or the signal-to-noise ratio in the experiment, the method presented in this section are able to accurately estimate the parameters of two-dimensional source, in the distance parameter estimation, estimation performance of two kinds of methods of CITIC S1 source are slightly better than the source S 2 , when the distance is near the source array, the distance estimation performance is relatively good, the conclusion and references [10] theoretical results.

## Conclusion

Proposed a 2-D parameters estimation algorithm for near-field sources based on polarization sensitive array. The algorithm adopted the centro-symmetric uniform linear array, constructed three covariance matrices by the particular array labeling, and taken advantage of the total least squares and subspace decomposition method to estimate the bearing and range parameters. The characteristic of the algorithm
is that the parameters are automatically paired and the computational complexity is low. The algorithm has the advantage of parameter matching, without additional parameter matching procedures, improve the estimation performance of the algorithm, due to the use of two order statistics, this paper estimates the algorithm only adapts to the additive Gauss white noise environment, simulation results show the effectiveness of the proposed algorithm.
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