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Abstract

In this paper a coarse-grain execution model for evolutionary algorithms is proposed and used for solving
numerical and combinatorial optimization problems. This model does not use migration as the solution
dispersion mechanism, in its place a more efficient population-merging mechanism is used that dynami-
cally reduces the population size as well as the total number of parallel evolving populations. Even more
relevant is the fact that the proposed model incorporates an entropy measure to determine how to merge
the populations such that no valuable information is lost during the evolutionary process. Extensive ex-
perimentation, using genetic algorithms over a well-known set of classical problems, shows the proposed
model to be faster and more accurate than the traditional one.

Keywords: Evolutionary Algorithms, Parallel Heuristics, Global Optimization, Parallel Genetic Algo-
rithm, Heuristic Spatially Structured, Island Genetic Algorithm

1. Introduction

Nowadays several evolutionary algorithms (EAs)
have been successfully applied in the solution of
many optimization problems, see 1, 2, 3, 4, and 5.
Nevertheless, as problems become more and more
complex, the execution time of these algorithms in-
creases, making them prohibitively slow for single-
core execution. Of course, the population-based na-
ture of evolutionary algorithms, along with the cur-
rent accelerated development on multi-core hard-

ware technologies, has turned EAs into strong can-
didates for parallel implementation. Besides the dif-
ferences in the way each algorithm manages its own
heuristic search for optimum values, all EAs share
the need to evaluate the fitness of a possibly large
population, as well as the need to balance their own
mechanisms for global and local search (i.e explo-
ration and exploitation) over the search-space. Thus,
several parallel execution models have been pro-
posed for virtually all types of EAs, for example,
see 6, 9, 7, and 8
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Table 1. Parallel evolutionary algorithms

a) b) c)

Parallel evolutionary algorithms (PEAs) have
been classified into three groups according to their
execution model, see 10: master-slave PEAs (Ta-
ble 1 figure a), coarse-grain PEAs (also known as
island-model PEAs) (Table 1 figure b) and fine-grain
PEAs (also known as cellular-diffusion PEAs) (Ta-
ble 1 figure c). Although the master-slave model
offers a practical organization and structure for the
tasks of the algorithm, it turns to be a terrible waste
of the parallel capabilities of the running system. In
contrast, the fine-grain model requires too much sys-
tem capacity and provides no extra mechanisms for
controlling the way in which the search space is to
be explored and exploited. The island-model ap-
pears to be a natural balance between requirements
and performance, one that allows leveraging the ca-
pabilities of the underlying parallel system and at
the same time retain the ability to adjust the explo-
ration/exploitation behavior of the EA.

In this paper, a new coarse-grain parallel execu-
tion model is introduced, which was originally in-
spired by the traditional island-based model but does
not use migration as a solution dispersion mecha-
nism and consequently eliminates the need to se-
lect an interconnection topology among islands. In
its place a population merging mechanism is used
with the option to use several different criteria for
selecting island candidates to merge their popula-
tions. This option of the model provides by it-

self an extra control layer that adds to the explo-
ration/exploitation capabilities of the running EA.
The rest of this paper is organized as follows: in
Section II related works are presented, in Section III,
the proposed new model is described, detailing each
of the characteristics that make it different and more
versatile compared to a traditional migration-based
island-model. Section IV shows a set of compar-
ative experiments run with genetic algorithms over
the same populations in a migration-based paral-
lel model and in the proposed population-merging
model. Finally, in Section V, conclusions are of-
fered.

2. Related works

Every kind of EA requires multiple parameters to
function properly. The correct choice for the value
of each parameter provides the algorithm with the
right balance of exploration and exploitation capa-
bilities. When implemented in parallel, the resulting
PEA works as a high level operational layer, thus
needing its own set of parameters. It is quite clear
that the larger the number of parameters that must
be set for the execution of the algorithm, the greater
the difficulty to find a right combination of values
for them. In fact, the selection of parameters has
been posed as an optimization problem itself, with
multiple solution proposals as in 11, 12 and 13.
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Table 2. Fusion operation
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The island model is no exception, as in other evo-
lutionary algorithms, they must to set the parameters
values for the mutation and crossing operators how-
ever, they must also set a series of additional param-
eters such as: migration rate (percentage of individ-
uals to be migrated), the migration frequency, inter-
connection topology (how the islands communicate
with one another), the size of the island, etc.14,15.

To reduce the number of parameters that need
to be set, T. Hiroyasu et al16 propose an algo-
rithm called DuDGA (Dual Distributed Genetic Al-
gorithm) which defines islands with only two indi-
viduals in each of them. After the only two in-
dividuals on each island are used for a one-point
crossover operation and their descendants are mu-
tated, only the two best fitted individuals (ancestors
or descendants) survive for the next generation. Un-
fortunately, the final result’s quality, as well as the
overall performance of this EA, turns out to be very
poor as it still depends on a proper choice for the rest
the parameters.

In 17, H. Sawai etal. describe an algorithm
called PfGA (Parameter free Genetic Algorithm) in
which the population size changes as a function of
the fitness value of individuals. From every gener-
ation, only two parents are selected for multi-point
crossover, and there is no need to setup any other
parameters. Even traditional genetic algorithm’s pa-
rameters like crossover and mutation rates are not
needed, since the selection strategy always keeps a
small population and a high performance. Although

the PfGA itself requires no parameters, the parallel
execution layer does and in fact, in 18 it is shown
that migration plays an essential role as a tool to im-
prove global search, yet the authors clearly showed
that the optimal migration model is different for each
problem.

The same type of reduced population (two indi-
viduals) is used in 19, where authors introduce an al-
gorithm called VIGA (Variant Island Genetic Algo-
rithm). This algorithm works with a dynamic num-
ber of islands and explicit mechanisms called resize,
copy and create operations to incrementally take ad-
vantage of the convergence status of the search pro-
cess. Although experimental results show VIGA to
be computationally efficient, it relies on global fit-
ness information, which implies high communica-
tion overhead when implemented as a distributed
parallel algorithm. Also, the fact that a new individ-
ual or a mutant is created with low probability means
that the parallel execution model dangerously de-
creases the variance of the population and increases
the risk of premature convergence.

Parallel execution models have been proposed
for many kinds of EAs other than genetic algo-
rithms. In 20, for example, de la Ossa etal., de-
scribe a family of island-based EDAs (Estimation of
Distribution Algorithms) and use them to solve nu-
merical optimization problems. The authors select
star and ring topologies to experiment with and add
a new level of information exchange between islands
when using both individual and model migration.
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Also in 21, the authors propose five types of adap-
tive parallel PSO algorithms that employed the dy-
namic exchange of control parameters between mul-
tiple swarms-I. The results of this work show that the
systems transition appropriately between global and
local solution search phases, which means that ef-
ficient searches that do not stall at locally optimum
solutions are possible.

During the last years, the parallel island model
has been successfully used, showing its robust-
ness and applicability in different problems and
areas of knowledge such as: Unequal Area
Facility22, Job Shop Scheduling23, Cluster Geom-
etry Optimization15, Parallel Harmony Search24,
Multi-Objective problems25 and problems of the
molecular biology domain26.

Another interesting application is presented in 9,
Xin-Yuan Zhang etal. propose a KuhnMunkres par-
allel genetic algorithm (KMSPGA) to solve the set
cover problem, applied to the lifetime maximiza-
tion of large-scale wireless sensor networks. The
proposed algorithm is designed on a divide-and-
conquer strategy, and the polynomial KM algorithm
is adopted to splice the feasible solutions obtained in
each subarea. The KMSPGA schedules the sensors
into a number of disjoint complete cover sets and
activates them in batch for energy conservation. The
results show that it offers promising performance in
terms of the convergence rate, solution quality, and
success rate.

Also, in the theoretical field several studies have
been carried out that have helped for example, to
determine the influence of migration by applying
discrete-continuous scheduling with continuous re-
source discretization27. Static and dynamic topolo-
gies have been used to determine the best method
of interconnection between islands28. Also has been
studied different schemes of parallelization and si-
multaneous use of CPU and GPU that maximize the
speedup of these algorithms29. Finally in 30, the is-
land model has been analyzed as a Markov process,
which guarantees the asymptotic convergence to the
optimum when certain conditions are fulfilled.

The alternative execution model proposed in this
paper does not use migration nor a pre-defined con-
nection topology among islands, so the dissemina-

tion of the solutions is not dependent on the inter-
connection topology selected. The migration pro-
cess has been replaced by a population-merging
mechanism between islands, which allows a dy-
namic way of handling the number of islands as well
as the size of the global population. All those tun-
ings and new elements have resulted in a dramatic
reduction in the number of times the fitness function
is evaluated along the development of the execution,
and endows the proposed model with a better con-
trol of the way in which the search space is explored
and exploited.

3. Merging populations

It is a well-known fact that the quality of the solution
found by any EA is directly dependent on the value
of its parameters. In addition, the traditional island-
model requires the following parameters: number of
populations to evolve in parallel (i.e. number of is-
lands), size of the population on each island, inter-
connection topology and migration policy.

The migration operation in the island model, in-
volves two islands, the origin island O and the des-
tination island D; however, it is possible to select
more than one island.

The migration operation is used to modify the
diversity of the population of the island D, becom-
ing an important element at the time of the explo-
ration of the search space. The parameters involved
in the migration operation are: number of individ-
uals to migrate, frequency of migration, policy for
selecting individuals from O, and finally, the policy
of replacement in D. The optimal selection of these
parameters remains an open problem within parallel
models based on islands. However, in 31, the au-
thors performed a large experimental study, where
he showed that the optimal amount of individuals to
be migrated is approximately 10% of the population
every 10 generations (frequency).

The most used selection policy is to take from
the island O, those individuals with the best fitness
value, they will replace the worst individuals on is-
land D. However, there are other criteria such as
those mentioned in 31.

The model proposed in this research, does not
make use of migration as a mechanism for preserv-
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Table 3. PMIM parameters

Parameter Semantics
n Initial size of the population
k Initial number of islands
m Generations to evolve before searching for merging candidates
r Maximum number of evolution/fusion rounds

fisland Island selection criterion for the merger
fpopulation Replacement criteria for merged islands.

ing diversity in the islands, instead of this, we merge
the islands whose entropy value maximizes the di-
versity of the resulting island population

The Population-Merging Island Model (PMIM)
proposed herein slightly modifies the above param-
eter list and operates on the parameters shown in Ta-
ble 3. It can be seen that in the PMIM the global
population size monotonically decreases over the
course of the heuristic search (See figures in Table
2). This is achieved by eliminating all the individ-
uals that were not selected by the fpopulation crite-
rion after the merging process. Consequently, as the
global population size decreases, so does the number
of times the fitness function is evaluated and, since
the total number of islands also decreases, one exe-
cution core is freed each round for the parallel sys-
tem to use for other tasks. In a traditional migration-
based island-model both the global population size
and the number of islands are kept constant, so the
fitness function is evaluated exactly g(ni)k times,
where g is the total number of generations the al-
gorithm evolves, ni is the population size of island Ii
and k is the total number of islands.

p1

p2

p3

p4

p5

p6

p7

p8

8 1 3 5 6 2 6 7

Islands

Islands

H(p)=

Fig. 1. Entropy example for each island

The use of criterion fisland for selecting islands
to be merged eliminates the need to setup intercon-
nection topologies while allowing more freedom in
the information exchange mechanism. If the islands
selected for merging have a similar fitness variance
of their populations then exploitation is promoted,
but if islands with notorious population fitness vari-
ances are selected, then more exploration is induced
into the heuristic search. All of the above happens
independently of the EA’s own mechanisms for ex-
ploration and exploitation. The PMIM model is
specified as shown in Algorithm 1.

ALGORITHM PMIM
(1) P← GenerateInitialPopulation(n);
(2) I← CreateIslands(P);
(3) while |I|> 1 do
(4) for all Ii ∈ I in parallel do
(5) Ii← RunEvolutionaryAlgorithm(Ii);
(6) end for
(7) Iselected ← fisland(I);
(8) I = I− Iselected ;
(9) Imerged ← MergeIslands(Iselected);
(10) Imerged ← fpopulation(Imerged);
(11) I← I∪ Imerged;
(12) end while
(13) I← RunEvolutionaryAlgorithm(I);
(14) best← getBestIndividual(I);

We have observed, when the population diversity
is lost in an evolutionary algorithm, that the popula-
tion’s entropy is low, which means that the popula-
tion does not provide important information for the
evolutionary process. To select the islands fisland to
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be merged (See Figure 1), we choose those islands
with lowest entropy information, and then after the
merging, we preserve the best individuals (see ex-
ample in Table 2). As can be seen in the results sec-
tion, the algorithm always converges to the best so-
lution while the number of evaluations to the fitness
function decreases monotonically. To calculate the
population’s entropy we used the Shannon entropy
equation as shown in Equation 1.

H(p) =−∑
i

p(xi)log2 p(xi) (1)

4. Experimental Results

To test the performance of the PMIM the complete
benchmark set of ten numerical optimization prob-
lems proposed by De Jong and extended by Mezura
etal.32 were used. The complete set of functions,
along with a specification of their search interval and
their known optimum value are shown in Table 4.

Each problem was solved 100 times by the same
parallel genetic algorithm running separately in the
traditional island-model and in the PMIM model.
Each run generated exactly the same initial popu-
lation for both models so that results could be fairly
compared.

A total of 3000 experiments (10 functions, 100
runs and 3 algorithms), were run on an 8-core Intel
Xeon system with 32 GB RAM over a 64 bits Linux
operating system. In both models the evolution pro-
cess for each island is run by a different core.

In the case of the traditional island-model a ring
topology, as is the most common case, was used.
Migration is accomplished by copying the eight best
fitted individuals to other islands according to the
selected interconnection topology.

For the PMIM model the fisland criterion was set
to randomly select two islands each time and the
fpopulation criterion always selected the best fitted
two thirds of the individuals from a merged island.
The rest of the parameters used for both models are
shown in Table 5.

From Table 6 it can be seen that the same algo-
rithm, runs faster and gets closer to the global op-

timum on the PMIM model than on the traditional
island-model. Those effects can be attributed to the
smaller number of evaluations of the fitness func-
tion and the faster dispersion of solutions generated
by the population merging process in contrast to the
migration process. Table 13 sums up the PMIMs av-
erage percentage of improvement observed during
the numerical experiments.

4.1. Statistcal analysis of experimental results

Non-parametric statistical tests have emerged as an
effective, affordable, and robust way for evaluating
new proposals of metaheuristic and evolutionary al-
gorithms 33. The validation and comparison of new
algorithms often requires the definition of a compre-
hensive experimental framework, including a range
of problems and state-of-the-art algorithms. A crit-
ical part of these comparisons lies in the statistical
validation of the results, contrasting the differences
between methods.

To analyze the obtained experimental results,
three non-parametric statistical tests have been used.
Particularly, the Friedman Classification Test and
the Aligned Friedman Test were applied. In ad-
dition, the Multi-compare Holm test was used as
a post-hoc procedure to find out which algorithms
have worse performance than PMIM.

The Friedman Test35 assigns a ri j ranking to the
results obtained by each algorithm i, over each data
set j. Each ranking is a real number 1 6 ri j 6 k ,
where k is the total number of algorithms to com-
pare. Rankings are assigned in an ascending way, so
1 is the best possible rank, and it gets worse as the
assigned rank grows.

As Table 7 shows, the R j rankings for the PMIM,
Island model, and classical Genetic Algorithm al-
gorithms are very similar. This indicates that Is-
land model and Genetic Algorithm have a statisti-
cally similar behavior. However, the ranking for the
PMIM algorithm shows the lowest value, meaning
that considerable differences exist between the per-
formance of PMIM and the other two algorithms.
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Table 4. Portfolio of Test Functions
Function number Interval Function definition

f1 −100 6 xi 6 100 ∑500
i=1 x2

i
f2 −10 6 xi 6 10 ∑500

i=1 |xi|+∏500
i=1 |xi|

f3 −100 6 xi 6 100 ∑500
i=1

(
∑i

j=1 x j

)2

f4 −100 6 xi 6 100 maxi {|xi| ,1 6 i 6 500}
f5 −30 6 xi 6 30 ∑449

i=1

∣∣∣100
(
xi+1− x2

i
)2

+(xi−1)2
∣∣∣

f6 −100 6 xi 6 100 ∑500
i=1 (xi +0.5)2

f7 −1.28 6 xi 6 1.28 ∑500
i=1 ix4

i + random[0,1]
f8 −500 6 xi 6 500 ∑500

i=1
(
xisin

(√
xi
))

f9 −5.12 6 xi 6 5.12 ∑500
i=1

[
x2

i −10cos(2πxi)+10
]

f10 −600 6 xi 6 600 1
4000 ∑500

i=1 x2
i −∏500

i=i cos xi√
i
+1

Table 5. Comparison of parameters used by the two models

Parameter Island Model PMIM
Size of global population (n) 1000 1000
Size of each island (ni) 125 Dynamical
Generations before migrating/merging 100 100
Migration or fusion rounds (r) 8 8
Number of islands 8 8
fisland ring entropy
fpopulation 8 best→ 8 poor ni best fitted

Table 6. Improvement of the PMIM over traditional island model

Function Fitness of best individual Evaluations of fitness function Execution time

f1 76.00 % 41.20 % 10.91 %

f2 22.66 % 41.33 % 8.86 %

f3 27.22 % 41.27 % 11.67 %

f4 13.88 % 41.12 % 11.18 %

f5 16.60 % 41.17 % 9.95 %

f6 15.30 % 41.29 % 11.55 %

f7 16.25 % 41.47% 11.88 %

f8 9.99 % 41.16 % 9.83 %

f9 27.77 % 41.30 % 14.12 %

f10 23.70 % 41.11% 10.34 %
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Table 7. Average Rankings of the algorithms (Friedman)

Algorithm Ranking

PMIM 5.5
Island 20.5

RS 20.5

The Friedman test is aimed at assessing the
performance of the three algorithms over the
same dataset, without considering possible relations
among all the test datasets. For that reason, when
the number of compared algorithms is low, it shows
some unusual behavior 35. To avoid this problem, an
advanced version of the Friedman test was used, the
one designated as the Aligned Friedman Test.

The Aligned Friedman Test 35 estimates the dif-
ference between the performance achieved by each
algorithm and the localization value. The resulting
differences (aligned observations) are ordered in a
comparative relative fashion. From that point, the
assigned rankings have the same interpretation as in
the previous case. The Aligned Friedman Test rank-
ings for each algorithm are presented in Table 8.

Table 8. Average Rankings of the algorithms (Aligned Fried-
man)

Algorithm Ranking

PMIM 5.5
Island 20.5

RS 20.5

Again, as can be seen in Table 8, the Aligned
Friedman Test clearly shows the existing differ-
ences between PMIM and the other algorithms
(Aligned Friedman statistic (distributed accord-
ing to chi-square with 2 degrees of freedom):
7.076228. P-value computed by Aligned Friedman
Test: 0.02906810286).

Both, the Friedman test and the Aligned Fried-
man Test, are limited to detecting differences among
the results obtained by each experiment. However,
they fail identifying the particular differences be-
tween the best ranked algorithm (PMIM) and the
other ones. A Holm analysis is then used for com-
paring each pair of algorithms. The confidence level
for each comparison is set to 95% (pvalue = 0.05),
which allows to ensure that algorithms are statisti-

cally different if they result in pvalue < 0.05. Table 9
shows the resulting pvalue for each set of compared
algorithms. When the PMIM algorithm is compared
with classical island model or random search, the
resulting pvalue is lower than 0.05, therefore refuting
the hypothesis that both algorithms have statistically
similar behavior.

Table 9. Post Hoc comparison Table for α = 0.05

i algorithm z = (R0−Ri)/SE p Holm

2 Island 3.810004 0.000139 0.025
1 RS 3.810004 0.000139 0.05

The null hypothesis, established for the per-
formed post-hoc study, assumes that all three com-
pared algorithms have a statistically similar behav-
ior. The Holm test, with α = 0.05, aims at succeed-
ing in 95% or more of the analyzed results, having a
Gaussian (normal) distribution as its point of refer-
ence.

Table 9 shows that, when setting PMIM as the
reference algorithm, the value obtained for both, the
PMIM versus Island case (0.000139), and the PMIM
versus GA case (0.000139), is significantly below
the α value, so the null hypothesis must be rejected,
and consequently, PMIM has a better statistical be-
havior.

Finally, in order to compare the quality of the so-
lutions between PMIM and others competitors of the
state of the art, we have chosen the JADE algorithm
and a variant of this as a competitor. JADE was pro-
posed in 34, that algorithm uses a combination be-
tween the island model and differential evolution as
heuristic to solve problems of numerical optimiza-
tion.

In Table 10, a comparison of the quality of the
solution between PMIM and JADE is shown. An im-
portant issue to take into account, is that the PMIM
algorithm uses a Genetic Algorithm (GA) with bi-
nary encoding as an optimization heuristic, so the
representation of the real numbers is limited to the
number of bits used by GA.

As it can be seen in Table 10 the quality of the
solutions between the algorithms is similar, show-
ing that the reduction in the number of evaluations
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Table 10. Quality of the solutions

Function JADE w/o archive JADE with archive PMIM
f1 1.2E48 5.4E67 0.0E+00
f2 1.1E41 9.2E51 0.0E+00
f3 1.2E26 2.2E37 1.7E-08
f4 1.9E02 3.2E71 4.6E-09
f5 5.6E01 4.0E01 3.9E01
f6 1.1E+02 1.2E+02 0.0E+00
f7 1.1E03 7.8E04 6.5E04
f8 8.9E+03 8.6E+03 0.0E+00
f9 1.9E01 2.0E01 0.0E+00

f10 7.9E06 4.2E07 0.0E+00

of fitness function in the PMIM, does not affect the
final quality of the solutions.

4.2. Optimal Allocation of Parking Slots

As a second use case, we have used the classic is-
land model as well as the PMIM algorithm, to solve
the optimal allocation of parking spots proposed in
36. To carry out the comparison of the results, we
used the same set of data of the original work.

In a simple sentence, the problem of optimal al-
location of parking slots can be understood as fol-
lows: on the one hand, a set of drivers and their
preferences about a desired parking place, and on
the other hand a set of public parking slots; the goal
is to optimally allocate the best parking slot for each
driver minimizing some given cost function. In or-
der to solve the optimal allocation of parking spots
problem, it is necessary to have, on the one hand, a
model of the city and, on the other hand, a simula-
tion of this city.

The fitness function for this problem is shown in
Equation 2 (minimization problem). It is composed
of two parts: F1 and F2. To calculate F1, for all cars
encoded in the individual, we perform the accumu-
lated sum of the cost δ for the shortest paths between
the node where the car is at the time of the request,
named sp, and the node to which the assigned slot
belongs ap, as well as the cost between the node to
which the desired slot ds belongs and the assigned
slot. For each position i, j of the δ matrix, the short-

est path between nodes i and j is calculated by using
Dijkstra’s algorithm.

F = αF1(x)+βF2(x) (2)

F1(x) =
n

∑
i=1

δ (spi,api)+δ (api,dpi) (3)

Table 11 shows the parameters used for the com-
parison of the algorithms. As it can be seen in Ta-
ble 12, again the PMIM algorithm has reduced the
number of evaluations of the fitness function in more
than 30%.

5. Conclusions

A new coarse-grain (parallel) execution model for
evolutionary algorithms was presented. The new
model, called Population Merging Island Model
(PMIM) replaces migration with a population merg-
ing system as the solution dispersion mechanism
used by the traditional island-model. In doing so,
the PMIM model eliminates the need for choosing
an interconnection topology among islands, which
is one of the parameters with the greatest impact on
the accuracy and performance of the evolutionary al-
gorithm.
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Table 11. Comparison of parameters used by the two models

Parameter Island Model PMIM
Size of global population (n) 100 100
Size of each island (ni) 10 Dynamical
Generations before migrating/merging 1000 1000
Migration or fusion rounds (r) 10 10
Number of islands 10 10
fisland ring entropy
fpopulation 8 best→ 8 poor ni best fitted

Table 12. Improvement of the PMIM

Instance Improvement
1 34.5 %
2 31.7 %
3 30.3 %
4 32.7 %
5 33.5 %
6 34.8 %
7 32.9 %
8 30.1 %
9 32.8 %

When the population of two or more islands is
merged and then reduced, the global population size
decreases, as well as the number of evolving islands.
The immediate effect of this is a reduction in the
number of evaluations of the fitness function with
the consequent decrease in execution time. Also the
PMIM model offers an extra layer to help on the ex-
ploration and exploitation control capabilities of the
heuristic search which results in a higher precision
on the quality of the found solution.

Extensive numerical experimentation, using the
benchmark function suite proposed by De Joung and
a GA as the inner EA shows the PMIM model to be
faster and more precise than the traditional island-
model (see Table 13).

Table 13. Average improvement of the PMIM

Fitness Number of evaluations Execution time
7.6% 41.24% 10.81%

6. Future work

• As part of our future work, we are working on a
new mechanism to select an effective local search
method based in the evolution of different search
trajectory algorithms (different to hyperheuris-
tics). The goal is to employ the best algorithms
for the subpopulation’s landscape that we want to
define.

• Also, we think that it is important to design a
mechanism to split some populations when their
entropy is high, in order to improve the explo-
ration procedure of the algorithm.

• Test the algorithm with combinatorial problems
and problems with constraints.
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