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Abstract. The article aims to discuss the quality control methods for the surface hourly temperature 
observations. A new quality control method (RH-SRT) based on the spatial regression test (SRT) was 
adopted to identify potential outliers in the surface hourly temperature observations. The proposed 
method is an extension of SRT, which takes the relationship between relative humidity and 
temperature as the explaining variable to obtain the estimated value of surface temperature. In order to 
evaluate the proposed method, RH-SRT was applied to an annual temperature dataset with seeded 
errors for different regions in Jiangsu Province during 2007. Compared with the traditional SRT 
method, the results demonstrate that RH-SRT outperforms SRT for all cases. Moreover, comparison 
results demonstrate that the RH-SRT method is an effective version of SRT, which could be used to 
improve the quality of surface hourly temperature observations. 

Introduction 
A continually increasing number of meteorological observation sites is producing larger and larger 
amounts of surface data [1]. Surface data is essential to our effort to identify and understand variations 
of regional and global climate [2]. First, high quality long-term observations are necessary for 
identifying climate changes or for validating climate model simulations [1]. Moreover, quality 
controlled real-time data are fundamental for new casting and model validation and furthermore are 
used to provide proper initial conditions for numerical weather prediction [3]. However, the surface 
observations are easily affected by the stations positions, observing instruments, and human factors 
and so on [4-7]. Thus, it is important to carry out quality control (QC) before surface observations 
applications [2, 8, 9].  

Traditional QC methods can be divided into two principal categories: the first one is designed for a 
single station and the other relies on the using of multiple stations [4, 10-13]. For a single station, QC 
methods such as extreme check, internal consistency check, temporal outliers check and spatial 
outliers check have been used in seeking out the potential outliers. In recent years, QC methods based 
on multiple stations have been found to be effective, especially when extreme events occur. The key 
idea of these methods is estimating the value of target station against the observations from 
neighboring stations. In 2005, Hubbard [14] and You [15] proposed a spatial regression QC method 
(SRT) to identify the outliers in the surface observations. SRT calculates the estimates of the target 
station according to the standard error between the target station and neighboring stations, which had 
been proved outperforming the IDW. 

In order to improve the stability of the QC method, a complex QC approach (RH-SRT) is 
employed herein to identify the seeded errors in the surface hourly temperature observations.  

The RH-SRT method 
SRT [4] is a quality control method that checks out the potential error data according to the 
neighboring station data during a time period n . The neighboring stations are selected within a 
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certain distance of the target station. For each neighboring station paired with the target station, a 
linear regression based on estimate is formed: 

 i i i ix a b y= + ⋅   (1) 
where iy  is the data for the i th neighboring station ( )1, 2,3 ,i n= L , ia  and ib  are the regression 

coefficients, ix  is the estimate of the target station based on iy . The weighted estimate %x  is obtained 
by using the standard error of estimate s : 
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The weighted standard error of estimate %x  is calculated from: 
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Generally, RH can be defined as the ratio of the actual to the saturation vapor pressure: 

 100%a
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where ae  and se  are the actual vapor pressure and the saturation vapor pressure, respectively. se  
can be defined as a unique function of temperature. In order to depict the change of se  accurately, we 
calculate the definite integrals of the change of RH to reconstruct RH. Here, a new formula for 
estimation of se  from temperature based on Gaussian Model (Gaussian formula) is defined as: 

 ( )2b T c
se a e− ⋅ += ⋅   (5) 

where a , b  and c  are undetermined constants, T  is the temperature in degrees Celsius. we 
obtain that:  

 ( ) ( )151.4 64.9 ln 1397 ln aT RH e= − ⋅ ⋅ −   (6) 
Equation. (10) can be employed to calculate the temperature according the relative humidity and 

the actual vapor pressure. 
In this work, we proposed an efficient and convenient quality control method (RH-SRT) for 

surface hourly air temperature. RH-SRT consists of two parts: the first one is based on the relationship 
between temperature and relative humidity, the second one is based on SRT. The RH-SRT can be 
defined as: 

 ( )1est RH SRTT T Tα α= ⋅ + − ⋅   (7) 

 RT

RH SRT

r
r r

α =
+

  (8) 

where estT  is the estimate value of the target station, RHT is the estimate value of the target station 

RHT and SRTT  are based on Eq. (6) and Eq. (1), respectively. RHr  is the correlation coefficient between 

RHT  and observations of the target station for a nearest period, and SRTr  is the correlation coefficient 
between SRTT  and observations of the target station. 

 The confidence intervals are given by the standard error σ  of the target stations: 
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 est obsT T f σ− ≤ ⋅   (9) 
where obsT  is the observation value of the target station, f  is the threshold. If the observations of 

the target station fall within the confidence intervals, the observations would pass the RH-SRT test. 

Results and discussion 
In the test of RH-SRT, we applied RH-SRT to the dataset with seeded errors and compared it with 
SRT. A climate dataset based on four regions (Nanjing (NJ), Wuxi (WX), Xuzhou (XZH) and 
Lianyungang (LYG)) in Jiangsu Province for year 2007 was used to validate the method. The 
Nash--Sutcliffe model efficiency coefficient (NSC), mean absolute error (MAE), root-mean-square 
error (RMSE), coefficient of determination ( 2R ) and MSR  are used here as a measure to evaluate the 
new method. 

An example of the analysis for both two methods for sensitivity to radius, number of stations, 
window length and offset is presented in Fig. 1. As shown in Fig. 1a, when the radius is greater than 
90 km, MAE for different regions is relatively stable or only decline slightly. When the radius is less 
than 90 km, however, some stations have large fluctuations. Another example is used to evaluate the 
performance of RH-SRT method according to different number of stations (see Fig. 1b), the reference 
stations are selected by the distance to the target station. It is illustrated that 15 stations are 
recommended for the different regions according to the figure. The ratio of detected seeded errors to 
the total number of seeds oscillates for different windows. Fig. 1c demonstrates that the RH-SRT 
method has the best ratio when the window length is 7 days. The performances of RH-SRT changes 
slightly with the different window offsets, but it is also obvious that the ratios are the best when the 
window is centered on the date (see Fig. 1d). In this study, we suggest starting a window length equal 
to 7 days for RH-SRT, using the centered offset and adopting 90 km for the radius for best results. 

 
Fig.1 Examples of performance of RH-SRT and SRT with regard to radius (a), number of station (b), window length (c) 
and offset (d) for four different regions: Nanjing(NJ), Lianyungang(LYG), Wuxi(WX) and Xuzhou(XZ). 
 

Figure 2 compares the distribution of MSR, MAE, RMSE and NSC for the RH-SRT method and 
the SRT method for the each month in 2007 individually. It demonstrates that the RH-SRT does better 
than SRT, especially in Figures 2b and 2d. The distributions almost have the similar tendency for 
these two methods except in July and August. A more detailed analysis can be seen in Figure 3, which 
illustrates that RH-SRT has a better stability than SRT, the standard deviation (SD) of the scatters for 
RH-SRT is 0.9237 while 0.7841 for SRT. The distribution of the MSR scatters for RH-SRT is closer 
and gathered around the CD line than SRT, especially in July and August. A possible reason is that 
there are more extreme weather occurred in July and August in Jiangsu Province. However, even in 
summer, RH-SRT has a stable and effective performance. 
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Fig. 2 The MSR(a), MAE(b), RMSE(c) and NSC(d) for RH-SRT and SRT in Nanjing region for each month in 2007. 

 
Fig. 3 The MSR with 95 percent confidence interval in Nanjing region for the year 2007 for both the RH-SRT method and 
the SRT method. 
 

Figure 4 illustrates the regression between observed and estimated values for these four regions in 
Jul, 2007. Using the proposed method, the slopes of the regression lines are better than SRT for all 
cases. As shown in Figs. 4a-h, 2R  obtained by RH-SRT is better than that obtained by SRT, 
especially in Xuzhou (see Figs. 4g-h). The same results can also been seen from the performance of 
RMSE, the RMSEs for RH-SRT are significantly better than others for SRT. A possible explanation 
for these is that RH-SRT has the advantages of spatial check and temporal check. 

 
Fig. 4 Comparison of observations to estimates for RH-SRT and SRT for different regions (NJ, LYG, XZ, WX) for surface 
hourly temperature for July in 2007. 
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Conclusions 
A new quality control method (RH-SRT) was proposed for identifying the potential outliers in surface 
hourly temperature observations. The proposed method utilizes the relationship between temperature 
and relative humidity and SRT to obtain the estimates of the target station. In order to evaluate the 
new method, SRT, as the standard and baseline method, is employed to compare the performance of 
RH-SRT. The RH-SRT method was found to be significantly better than SRT for all cases. This is 
reasonable because RH-SRT is an extension of SRT. Actually, RH-SRT takes the relationship 
between relative humidity and temperature as an explaining variable in quality control for the surface 
hourly temperature observations. Meanwhile, a new formula was presented to reconstruct the 
temperature via the relative humidity and saturation vapor pressure. 

In general, increasing f  decreases the probability of type I error but increases the probability of 
type II error. The balance between type I error and type II error is essential in the quality control 
procedures for the surface hourly temperature. In this manuscript, we present a new measure (MSR) 
to balance these two type of errors. Overall, MSR can be successfully used to select the best value of 
f  for the quality control procedures. 
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