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Abstract—A set of time series forecasting models based on 
difference is proposed (SD). For a time series, it can select the 
best time series forecasting model in SD by using the automatic 
optimal search method. For example, when forecast enrollments 
data of University of Alabama in 1971~1992, it can select the best 
time series forecasting model Dq(0.000003,0.000003) in SD by 
using the automatic optimal search method, and can gain the 
MSE=0 and AFER=0%. The fact that the prediction accuracy of 
the existing fuzzy time series prediction model is not very high 
has been fundamentally improved. 

Keywords-the difference; the function Xq(s,t) of SD’s sum of 
fraction; the inverse function Zq(s,t) of SD’s sum of fraction; the 
prediction function Dq(s,t) of SD; time series 

I. INTRODUCTION 
Mining the inherent rule of time series data is one of the 

tasks of studying time series [1].  For the regular time series, 
the model and method of analysis of classical time series have 
already solved many reality problems [1]. For the rule-less time 
series, the research history may take longer. In the early 1927, 
Yule [2] analyzed the time series of Wolfer 's sunspots, and 
draw an important conclusion about sunspot number will 
appear a maximum value in every 9.5 years to 11 years. In 
1993, Song and Chissom [3,4] apply the fuzzy set theory[5]. 
Taking the lead in studying fuzzy time series prediction model, 
and successfully simulated the prediction of University of 
Alabama 1971~1992 enrollment, but the prediction accuracy is 
not too high. We noted that the sunspot number series and the 
registration number series are time series, such as the 
registration number [4], as shown in table (2), and its 
distribution map show as follow. 

 
FIGURE I. THE DISTRIBUTION MAP OF THE ENROLLMENT OF 

UNIVERSITY OF ALABAMA 1971~1992 

Showing in figure 1. Actually, it's a choppy, chaotic 
sequence of times series. These two cases are rule-less time 
series. So far, the fuzzy time series forecasting model has been 
put forward (the prediction model mentioned in document 
[6-15] is a part of it). In 2009 Stevenson and Porter[6] proposed 
the forecasting model of Fuzzy time series , when simulate and 
predict the enrollment number of University of Alabama, get 
the average prediction error and mean square error 
AFER=0.57% MSE=21575[6], although it have been the best 
prediction accuracy since 2009, but still not too high. However, 
the concept of fuzziness used in this paper is valuable. In this 
paper, a set of time series forecasting models based on 
difference (SD) is proposed. And it put forward the automatic 
searching method and the best time series forecasting model. 
When forecast and simulate the enrollment number of 
University of Alabama 1971~1992 years, it can search the best 
SD time series forecasting model )000003.0,000003.0(qD  by 
using the automatic searching method. 

II. A SET OF TIME SERIES FORECASTING MODEL BY SD 
Definition 1: Set the historical data discourse domain of 

time series as { }nVVVV ,, ,21 = .The Calculation formula 

about the historical data of difference as 1−−= qqq VVW , 
Use the formula to calculate and gain the difference discourse 
domain of historical data { }nWWWW ,, ,32 = . 

Definition 2: Set the historical data discourse domain of 
time series as { }nVVVV ,, ,21 = .The historical data of 

difference as { }nWWWW ,, ,32 = .For every certain 

{ }nq ,,3,2 ∈ ,  it is in the definition of W. 
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),(),( 1 tsZVtsD qqq += − . 

Where independent variable )1,0(∈s  and 

)1,0(∈t , ),( tsZq  is the corresponding inverse function 

about the function ),( tsX q  of SD’s Sum of fraction, thus 

),( tsDq  is the forecasting function of SD. 

When the independent variable s  and t  are select the 
specific values in their discourse domain, can build up a 
forecasting formula ),( tsDq  which  is a time series 
forecasting model. For a time series, can apply the forecasting 
model ),( tsDq  to simulate the historical data of forecasting 
time series. 

Definition 3: Set the historical data discourse domain of 
time series as { }nVVVV ,, ,21 = .The historical data of 

difference as { }nWWWW ,, ,32 = .When the independent 
variable s  and t  are select the specific values in their 
discourse domain, can get endless time series forecasting 
models ),( tsDq . We call the whole time series forecasting 

model ),( tsDq  as A Set of Time Series Forecasting Model 
Based on the Difference. Simplify it as SD, and the general 
element of SD is ),( tsDq .  

Definition 4: The time series forecasting model ),( tsDq  
is call the best, if apply this forecasting model to simulate and 
forecast the historical data of some time series, it can get the 
MSE=0 and meanwhile AFER=0%. 

In which MSE(Mean Square Error) is 
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Definition 5: For a time series, selecting the best time series 
forecasting model in SD by using computer automatic search 

method. We call this method as Automatic optimization search 
method. The steps for implementation are show as follow. For 
a time series, From a decimal number as the starting point of 
programming, programming, search, calculation,... ,Until you 
filter out the best time series prediction model ),( tsDq  in 
SD.  

Example1: The implementation case of automatic 
optimization search method. If simulate and forecast the 
enrollment data of University of Alabama 1971~1992, we 
choose 0003.0== ts  as the beginning point and follow to 
choose ,000003.0,00003.0,0003.0== ts by 
programming, search, calculation,...,Until you filter out the best 
time series prediction model ),( tsDq  in SD. Firstly, we get 

the table 1, but the AFER≠ 0% and MSE≠ 0, and then we 
continue to search ,calculate and get table 2, but AFER≠ 0% 
and MSE≠ 0. We go on to search, calculate and finally get 
table 3, it appears AFER=0%,MSE=0, thus we stop to calculate. 
And get )000003.0,000003.0(qD  is the best time series 
forecasting model in SD which simulate and forecast the 
enrollment data of the University of Alabama. 

TABLE I. APPLYING (0.0003,0.0003)qD  TO FORECAST THE 

ENROLLMENT DATA OF THE UNIVERSITY OF ALABAMA 

 
 

Advances in Intelligent Systems Research, volume 153

133



TABLE II. APPLYING (0.00003,0.00003)qD  TO FORECAST THE 

ENROLLMENT DATA OF THE UNIVERSITY OF ALABAMA 

 

TABLE III. APPLYING (0.000003,0.000003)qD  TO FORECAST 

THE ENROLLMENT DATA OF THE UNIVERSITY OF ALABAMA 

 

III. CONCLUSION 
For a time series, selecting the best time series model in SD 

by using automatic optimization search method and let the 
MSE=0  meanwhile AFER=0%. The 

)000003.0,000003.0(qD is the best time series forecasting 
model of the enrollment data of University of Alabama 
1971~1992. The fact that the prediction accuracy of the 
existing fuzzy time series prediction model is not very high has 

been fundamentally improved.  
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