ATLANTIS
‘ P I':E sS Advances in Engineering Research, volume 120

International Forum on Energy, Environment Science and Materials (IFEESM 2017)

Random Simulation Study on Flood Process of Flood Control

Engineering System in Nanning

Rong-yong Ma?, Yi Du?? and Jia-li Lin3¢

1College of Civil Engineering and Architecture, Guangxi University, China
2College of Civil Engineering and Architecture, Guangxi University, China
3Guangxi Key Laboratory of Disaster Prevention and Engineering Safety, Guangxi, China

amry57@gxu.edu.cn, Pduyil9930922@163.com, 563435554@qq.com

Keywords: Flood control engineering system; Flood random simulation; SAR(1) model;
Characteristic parameter

Abstract: In order to better carry out the research on the flood control capacity of the flood control
engineering system in Nanning, using the SAR(1) model to smulate various 50 thousands of flood
process of Baise reservoir inflow and Baise-Nanning interval, and analyze the independence and
applicability of the model. The independent autocorrelation coefficient and the autocorrelation
analysis method are used to test the independence of the random term of various sections of the model.
The results show that assumption that residual series of the model is independent are reasonable. By
comparing the characteristic parameters of each section of the simulated and measured flood process,
it isfound that their coincidence degree is high and the ssmulated flood sequence well maintains the
statistical characteristics of the measured flood, which fully shows that the SAR(1) model is suitable
for random simulation of flood in Baise reservoir inflow and Baise-Nanning interval.

Introduction

Theflood processlineisan important datafor hydrological analysis. It is generally necessary to have
asufficient amounts of flood processlinesto carry out flood control calculations. However, dueto the
limited data of hydrological station observation, the data length of the general flood process lineis
insufficient, and it is difficult to carry out engineering analysis and calculation. Therefore, the
establishment of random simulation model of hydrological process has become one of the important
contents of hydrological process analysis. After arandom simulation of the flood processis proposed
as anew way of flood control safety design, a number of studies have been carried out at home and
abroad, and a variety of flood random simulation models have been generated, such as
autoregressive model, typical solution model, nonlinear model and so on. In recent years, emerging
nonparametric modeld?, wavelet analysis®, random simulation based on Copula function!*® and
other methods have been applied to the field of random flood simulation, which greatly enriched the
theory and method of flood random simulation.

Thereinto, hydrological simulation model and method of the regressive sort isrelative mature, can
be applied in large and medium-sized watershed, has a strong applicability. Therefore, this study
select the seasonal first order autoregressive model[®, which can reflect the seasonal characteristics of
floods variation among regression models.
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Model introduction

Model calculation method and thinking!”!

Assume that the flood process series O, ,, is expressed by the matrix:

éQJ,l Ql,z Q1,3 L Ql,m l,J

(S u

&<21 Q2,2 Qz,s L Q2,m U

{Q } =3 I T ¢ o

. =€ u
am éQ,l Qt,Z Qt,3 Ya Qt,m l:J

e u

éM U U [N G

gQn,l Qn,Z Qn,3 Ya Qan

Thereinto, t =1,2,L_,n ,n isthe number of years, w=212,L.,m,m isthe number of sections.
The seasonal first order autoregressive model SAR(1) expressed in the original series O, ,, can be

written as:
Qt,w :j 1,WQt,w—1 +et,w (2)

Thereinto, | 1,, is the autoregressive coefficient of the section ,; €,,, is the random number of

the normal distribution.

To eliminate the seasonal effects of mean m, and variance s ,*, the original series O, ,, should be

standardized:
Y., =Zm b (3

Thereinto, m,,S,, are the mean and mean variance of the original section ,,, respectively.

And then the standardized series Y;, becomes the standard normal series by W-H inverse

transformation :
Y
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Thereinto, C,,, isthe skew coefficient of the original series of intersection .

After the origina series is standardized and normalized, the SAR(1) model established for the

standard normalization seriesis;
Z, =12, ., 1*tX (5)

tw 1wt w-1 tw

Thereinto, I',, is the autoregressive coefficient, which is estimated by the first-order

autocorrel ation coefficient of the corresponding section,that is
r 1w = r1,W (6)

X, isanindependent random variable whose mean is 0 and varianceis s, .

s?2 =.1-r° @P)
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Therefore:
Z =r 7 _+.1-re (8)

t,w 1w tw-1 1w ~t,w

Finaly, by the inverse transformation of the standardization and normalization, al Z,,, are

conversed into asimulated flood process @, ,, :

@2 oae ZMCSw Cc 26 2
-z - (D
ke, i 65 C.

Q - m1 t w H ( 10)
Formula (9) and (10) are the seasonal first-order autoregressive SAR(1) models finally obtained.

Analysis of model residual feature and applicability analysis
Comprehensive autocorrelation coefficient test
(DAccording to the established random simulation model, the random term e, of the sample
seriesis obtained.
g = (Zt,w - ’i,th,‘v-l)/ 1- 12, 1D

@ The autocorrelation coefficients (k =1,2,L.,m) are calculated according to the series of

random items €, ;

n-k
[¢]

a_- (xt+k - )?)(xt - f)
(PR (12)
a(x-x)

=1
Thereinto, for value of m: when »n >50,m<n/4; when n <50, m=n/40r m=n- 10.

(3®Construct statistic
Q = né, rk2'e ( 13)
k=1

If e, isindependent random series, O gradually obeys c? distribution whose degree of freedom
ism-p-q;

@Given asignificant level of a, obtain ¢, by checking c? distribution table, if Q £ ¢, it can
be judged that €, isindependent, and vice versais not independent.

Autocorrelation analysis

First, reversely caculate random item €, series by the model, calculate the autocorrelation

coefficient 7, ., and then calculate the upper and lower allowable limits whose tolerance is 95% by

the formula. The upper and lower tolerance limits and autocorrel ation coefficients are plotted on the
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same graph to determine whether the autocorrelation coefficient fallsin the upper and lower limits. If
yes, it indicates that €, isindependent ,and vice versais not independent. Thereinto, the formula for

calculating the allowable limit is:

-1£1.96Vn- k-1 (14)
n-k
Applicability analysis mainly anal yzes whether the results the model simulated maintain statistical
characteristics of the measured series. If the statistical parameters of the simulation results have little
difference with the corresponding statistical parameters of the measured series, the model results can
be regarded as inferred totality.

r.(a =5%) =

Flood simulation

The SAR(1) model is used to simulate the flood of Baise reservoir and Baise-Nanning interval, and
make residual independence test and suitability analysis of the model, due to space restrictions, the
following takes ssimulation of inflow flood of Baise reservoir only as an example to introduce.

In the collected flood data of 46 years in Baise reservoir, every year select flood process whose
duration is 7d ,take 3h for a section and divide it into 56 sections. There are exceptionally large flood
year, the general medium flood year and small flood years in the selected flood process data of Baise
reservoir. So the dataisagood representative. MATLAB software programming is used to get 50,000
flood process of Baisereservoir.

Simulation of flood simulation model of Baise reservoir

The flood simulation of Baise reservoir is carried out by the way about sections. First obtain the
random term from the model, and then calculate the autocorrelation coefficient whose delay timeis

k(k=1,2,L_,m). Flood simulation Baise reservoir, due to the number of sections greater than 50,

takes m=13. The results are shown in Table 1 and Table 2.

Tablel Randomness of baise reservoir flood simulation model

section e, section e, section e, section e,
1 1.16160 15 -0.02827 29 -0.24867 43 -0.90042
2 0.71557 16 -1.01840 30 -0.84084 44 -0.09350
3 0.47132 17 1.97420 31 0.42810 45 -0.93018
4 -0.52042 18 1.01740 32 -0.01269 46 -0.79567
5 -0.09795 19 -0.57583 33 1.07210 47 1.14530
6 -0.15945 20 1.28810 34 0.87343 48 -0.28157
7 0.44658 21 0.17754 35 -1.99530 49 -0.04258
8 0.37822 22 -0.34276 36 0.17735 50 0.23605
9 -0.39596 23 -1.05830 37 -0.05637 51 -0.10833
10 -0.23490 24 -1.67300 38 -1.92990 52 0.40390
11 0.62386 25 -0.91167 39 0.28801 53 -0.44096
12 -0.38048 26 -0.87178 40 1.00560 54 1.34790
13 1.05300 27 -0.49123 41 -1.04060 55 1.03720

[HEN
N

-0.76408 28  -0.39264 42 0.77340 56  -0.51616
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Table 2 Autocorrelation coefficient of randomness

Autocorrelation

Autocorrelation

Lag time (k) coefficient Lag time (k) coefficient

1 -0.02352 8 0.03188
2 0.02065 9 -0.18860
3 0.16418 10 0.03826
4 -0.17111 11 0.04949
5 0.01035 12 -0.05896
6 -0.08547 13 0.01651
7 -0.02864

(1) Comprehensive autocorrelation coefficient test

By calculation ,obtain that statistic O =6.143. Take the significance level a=0.05. Get that ¢ =

21.0261 by checking c? distribution table. By comparison, 0<<c?, it indicates that the model is

independent and can be used to describe the flood characteristics.

(2) Autocorrelation analysi

S

When using autocorrelation analysis to test, it is necessary to determine whether the
autocorrelation coefficient falls between 95% upper and lower allowablelimits. If so, it can bejudged
that isindependent. Obtain the autocorrelation coefficient by cal culation, 95% tolerance of the upper
and lower tolerance limit, the results are shown in Table 3. As can be seen from Fig. 1, the
autocorrel ation coefficient falls within the allowable limit, so the model passes theindependencetest.

Table 3 The flood simulation model residual independence test of Baise reservoir

Autocorrelation coefficient and alowable limit

Lag .
time(k)  Upper allowablelimit A”Ctggf‘;rirc?'earﬂo” Lower allowable limit

1 0.2437 20.02352 20.2801
2 0.2457 0.020648 10.2828
3 0.2478 0.16418 10,2855
4 0.2499 017111 10.2884
5 0.2521 0.010352 10.2914
6 0.2544 -0.08547 10.2044
7 0.2567 -0.02864 10.2975
8 0.2591 0.03188 -0.3008
9 0.2616 101886 10.3041
10 0.2641 0.038257 10.3076
11 0.2667 0.049494 03111
12 0.2694 1005896 103148
13 0.2721 0.016509 10.3187
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Fig.1 Theflood simulation model of random item autocorrel ation coefficient figure
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Applicability Analysis of Flood Simulation Results of Baise Reservoir

In order to test whether the flood generated by the simulation has maintained the statistical
characteristics of the measured floods or represent the measured samples well. Calculate the

14

characteristic parameters of various sections of the flood process series and compare them with the

measured flood series.
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Table 4 comparison of simulated and measured parameters of Baise reservoir
mean mean square error coefficient of variation coefficient of skewness
sedton measured simulation ;e;l;t};oe) measured simulation ;?;t&e) measured simulation err?lc?rtég/g measured simulation err?lc?rtég/g
1 970.72 972.38 0.171 402.65 405.19 0.631 0.415 0.417 0.458 0.724 0.739 2.207
2 1005.30 1007.10 0.179 417.05 419.68 0.631 0.415 0.417 0.458 0.725 0.741 2.205
3 1022.70 1024.50 0.176 424.25 426.93 0.632 0.415 0.417 0.458 0.724 0.740 2.198
4 1040.00 1041.80 0.173 431.46 434.18 0.630 0.415 0.417 0.458 0.725 0.741 2.193
5 1057.40 1059.20 0.170 438.59 441.35 0.629 0.415 0.417 0.458 0.724 0.740 2.195
6 1074.70 1076.50 0.167 445.80 448.61 0.630 0.415 0.417 0.458 0.724 0.739 2191
7 1092.00 1093.90 0.174 452.96 455.82 0.631 0.415 0.417 0.458 0.725 0.741 2.186
8 1109.30 1111.20 0.171 460.19 463.09 0.630 0.415 0.417 0.456 0.724 0.740 2.187
9 1123.60 1125.30 0.151 453.52 456.29 0.611 0.404 0.405 0.461 0.724 0.739 1.997
10 1137.90 1139.70 0.158 448.72 451.36 0.588 0.394 0.396 0.423 0.729 0.742 1.796
11 1152.10 1153.70 0.139 445.82 448.43 0.585 0.387 0.389 0.442 0.740 0.753 1.789
12 1166.50  1168.30 0154 44497 447.38 0.542 0.381 0.383 0.388 0.758 0.770 1.599
13 1180.40 1182.30 0.161 445.95 448.53 0.579 0.378 0.379 0.418 0.782 0.793 1475
14 1194.70 1196.50 0.151 449.03 451.60 0.572 0.376 0.377 0.426 0.811 0.823 1.462
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mean mean square error coefficient of variation coefficient of skewness
sedtion measured simulation ;e;l;t};oe) measured simulation ;?;t&e) measured simulation err?lc?rtég/g measured simulation gﬁ'&‘?,ﬁg
15 120890 121060 0141 45389 45634 0540 0375 0377 0405  0.846 0857  1.305
16 122310 122460 0123 46073 46281 0451 0377 0378 0329  0.883 0889  0.655
17 1286.20 1287.80 0124 48514 48684 0350  0.377 0378 0225 0718 0723  0.667
18 134920 135100 0133 52293 52478 0354  0.388 0388 0217  0.664 0669  0.789
19 141230 141410 0127 57159 57371 0371  0.405 0406 0240 0723 0730 1015
20 147550 147810 0176 62839 63152 0498 0426 0427 0322 0853 0864  1.319
21 153840 154130 0189 69155 69557 0581  0.450 0451 0392 1011 1.027 1572
22 160140 160450 0194 75954 76411 0602  0.474 0476 0411 1172 1194  1.868
23 166450  1667.80  0.198  830.87 83610 0629  0.499 0501 0433 1321 1351  2.233
24 172740 173120 0220 90504 91115 0675 0524 0526 0456  1.453 1491 2567
25 191510 191850 0178  979.49 98632 0697 0511 0514 0516  1.492 1525  2.259
26 2102.60 210740 0228 106310 1070.30  0.677  0.506 0508 0453  1.498 1518 1322
27 229020 229540 0227 115370 116190 0711 0504 0506 0480  1.489 1506  1.169
28 247780 248370 0238 124990 125020 0744  0.504 0507 0500  1.471 1490  1.264
29 266530 267220  0.259 135060 136180  0.829  0.507 0510 0570  1.452 1470  1.288
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mean mean square error coefficient of variation coefficient of skewness
sedtion measured simulation ;e;l;té;oe) measured simulation ;e;l;tz;oe) measured simulation err?lc?rtég/g measured simulation gﬁ'&‘?,ﬁg
30 2852.80 2860.10  0.256 145470  1467.10  0.852 0510 0513 0596  1.432 1451 1313
31 304040 304820 0257 1561.60 157490 0852 0514 0517 0596  1.414 1433 1.323
32 322780 323640 0266 167070 168560  0.892 0518 0521 0622  1.397 1419 1517
33 307350 308140 0257 154480 155880 0906  0.503 0506 0647  1.288 1307 1475
34 291020 292590 0230 142200 143420  0.858  0.487 0490 0620  1.162 1176  1.188
35 276450 277080 0228 130350 131420  0.821 0472 0474 0592  1.020 1.033  1.334
36 261020 261540 0199 119030 119910 0739  0.456 0458 0537  0.863 0876  1.420
37 245570 245990 0171 108440 109220 0719 0442 0444 0550  0.702 0714 1719
38 2301.40 230520 0.165 98773 99382 0617 0429 0431 0452 0552 0560 1423
39 2146.80 214980  0.140 90347 90866 0574 0421 0423 0432  0.444 0455  2.655
40 199220 199580 0181 83546 84029 0578  0.419 0421 039% 0411 0423 2935
41 194980 195290 0159 80233 80689 0568  0.411 0413 0408  0.383 0395  3.319
42 1907.20  1909.90  0.142 77047 77486 0570  0.404 0406 0428  0.357 0370  3.709
43 186450 1867.20 0145 74004 74417 0558  0.397 0399 0418 0335 0348 3971
44 1822.00 182440 0132 71101 71479 0532  0.390 0392 0397 0319 0332 4251
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mean mean square error coefficient of variation coefficient of skewness
sedtion measured simulation ;e;l;té;oe) measured simulation ;e;l;tz;oe) measured simulation err?lc?rtég/g measured simulation err?lc?rtég/g
45 1779.40 178190  0.140 68401  687.32 0484  0.384 0386 0346 0311 0323 3810
46 1736.80 173910 0132 65896  662.04 0467  0.379 0381 0337 0315 0327  3.755
47 169420 169620 0118 63617 63906 0454  0.376 0377 0333 0333 0344 3222
48 165150 165350 0121 61577 61864 0466  0.373 0374 0346  0.367 0380 3519
49 161510 161720 0130 59622 59898  0.463  0.369 0370 0336 0351 0366  4.190
50 1578.80 158060 0114 57826 58106 0484  0.366 0368 0366  0.340 0354  4.180
51 154220 154420 0130 56202 56470 0477  0.364 0366 0348  0.333 0346  3.740
52 150580  1507.80 0133  547.61 55018 0469  0.364 0365 0338  0.333 0347  4.235
53 1469.20 147120 0136 53541 53791 0467  0.364 0366 0329  0.337 0352  4.247
54 1432.80 143490 0147 52545 52819 0521  0.367 0368 0379  0.347 0363  4.626
55 1396.30 139840 0150 517.72 52068 0572  0.371 0372 0421  0.360 0376  4.464
o6 1359.80 136170 0140 51250 51550 0585  0.377 0379 0446 0375 0391  4.191
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It can be seen from Table 4 that the simulated flooding processis close to the statistical parameters
of the measured flood process and the relative error is less than 5%. The simulation results are better
and the flood generated by the model basically maintains the statistical characteristics of the
measured flood.

According to the above steps, make simulation on the Baise-Nanning flood. It can be got from the

calculation that the statistical amount Q =20.776. Take significance level 0=0.05, then ¢ =21.0261

and meets Q £ ¢, and the random term €, isindependent. The model passes independence test can

be used for flood simulation by independence test. Calculate the autocorrelation coefficient and 95%
upper and lower allowable limits of the random items of the sample sequence and all autocorrelation
coefficients are between 95% upper and lower allowable limits, so that the random items can be
judged to be independent. After counting measure flood process lines, simulating the statistical
parameters of various sections of flood process lines, it can be found that the simulated flood
sequence are close to the statistical parameters of the measured flood sequence and the relative error
islessthan 2%, which indicates that the simulated floods maintain the statistical characteristics of the
measured floods, and the simulation results are excellent.

Conclusions

In this paper, the SAR(1) mode is used to simulate the flood process of Baise reservoir inflow and
Baise-Nanning interval by analyzing the measured flood data.

In the ssimulation calculation process, the independence and applicability of the model are tested
by the autocorrelation coefficient method and the autocorrel ation analysis method respectively.

In addition, by comparing characteristic parameters of flood process the simulation generated and
various sections of measured flood serials, the relative error of the statistical data (mean, mean square
error, coefficient of variation and skewness coefficient) of each section is less than 5%, and the
coincidence degree is relatively high, which indicates sufficiently that it is reasonable to use SAR(1)
model to simulate the inflow flood of Baise reservoir flood and Baise-Nanning interval.
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